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Abstract
CheckThat! Lab is a challenging lab aimed at tackling the disinformation problem. The GPLSI team
from the University of Alicante (Spain) has participated in two tasks of the CheckThat! Lab namely,
Task 1 (Check-Worthiness Estimation) and Task 3 (Fake News Detection). We attained second and
fifth place in the Spanish-version and English-version of Subtask 1A. Our systems use models based
on transfer learning such as RoBERTa and BETO. The best results were achieved by fine-tuning these
models. However, our results for Subtask 3A are low compared to the team that achieved the best result.
We included some external features in the models for Subtask 1A and 3A, but we could not improve the
results. In future work, we will experiment by incorporating other external features into the models
with the aim of improving the results of the tasks.
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1. Introduction

Fake news has existed for a long time, but with the exponential rise in the consumption of news
through digital media, disinformation has become one of the main problems in modern society
[1]. More recently, the huge volume of news in digital media makes it impossible to evaluate its
veracity manually in a reasonable time frame [2]. The scientific community is currently using
artificial intelligence to address the problem by, for example, developing large-scale datasets
with the aim of creating automated fact-checking systems [3].

In this context, CheckThat! Lab emerges as part of the Cross-Language Evaluation Forum
(CLEF). CheckThat! Lab’s goal is to foster the development of technologies that allow the
automatic verification of claims [4]. This article provides a comprehensive report on the
participation of the GPLSI team in Subtask 1A (Check-worthiness of tweets) and 3A (Multi-class
fake news detection of news articles) of CheckThat! Lab. [4] provides a detailed description of
CheckThat! Lab. The subtasks are summarized below:

1. Subtask 1A consists of predicting whether a given tweet is worth fact-checking. Subtask
1A is offered in Arabic, Bulgarian, English, Turkish, and Spanish. The GPLSI team
participates in the English and Spanish version of the subtask. Subtask 1A uses Mean
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Average Precision (MAP) as the official evaluation measure and we will report reciprocal
rank, and P@k for k ∈ {1, 3, 5, 10, 20, 30} as well [5].

2. Subtask 3A consists of detecting fake news as a four-class classification problem. Given
the title and body text of a news article, it determines whether the main claim made in
the article is true, partially true, false, or other [6]. Subtask 3A is offered only in English
and uses the macro F1 measure. The categories are as follows:

• False - The main claim made in an article is untrue.
• Partially False - The main claim of an article is a mixture of true and false information.

The article contains partially true and partially false information, but cannot be
considered 100% true.

• True - This rating indicates that the primary elements of the main claim are demon-
strably true.

• Other- An article that cannot be categorised as true, false, or partially false due to
lack of evidence about its claims.

2. Related Work

Automatic detection of misinformation and fake news is a complex task in which Artificial
Intelligence (AI) and Natural Language Processing (NLP) play a key role. Due to the complexity
of the task, different subtasks are being dealt with [7], both in traditional media [8] or social
media [9]. Within these subtasks, automatic fact checking is one of the most challenging
problems, and related competitions are very important as new datasets are designed to create
models. In 2018, the two main competitions were: i) CheckThat! Lab, the CLEF-2018 Fact
checking Lab1 for the automatic identification and verification of claims in political debates[10].
The dataset delivered by this competition was obtained from FactCheck.org and it annotates
statements with true/half-true/false values [11]; and, ii) the Fact Extraction and VERification
(FEVER) 2, which is a workshop on fact extraction and verification providing a dataset of 220K
claims verified against Wikipedia [12] [13]. The statements in the corpus were annotated with
supports/ refutes/ notEnoughInfo.

CheckThat! Lab 2021 is the fourth edition of the lab and Task 3 on Fake News Detection is
new for this edition. Task 1 on Check-Worthiness has been present in previous editions, but it
is new in the Spanish, Turkish, and Bulgarian versions. The previous year (2020) the winning
team in the English-version of this task was the Accenture team [14]. This team fine-tuned the
RoBERTa model and reached a MAP score of 0.8064. The second team ranked was Alex, and
this team concatenated the RoBERTa model with tweet metadata [15], obtaining a MAP score
of 0.8034.

There have been efforts similar to CheckThat! Lab’s approach to tackling the problem of
disinformation, such as [16, 17], that have developed approaches for automated fact-checking.

In recent years, the use of Transfer Learning models has become popular to tackle the main
tasks within Natural Language Processing (NLP). Some of the most successful models in this

1http://alt.qcri.org/clef2018-factcheck/
2http://fever.ai/
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context are BERT and RoBERTa for the English language and BETO for the Spanish language
[18, 19, 20]. For example, RoBERTa has been used to predict the stance relationship between
the headline and body text of an article [21].

Considering the literature, our participation in the CheckThat! Lab makes use of these
Learning Transfer models to address subtasks 1A and 3A.

3. Neural Models

The models used in this research are based on the BERT model. BERT is a multi-layer bidi-
rectional Transformer encoder that is designed to pre-train from text without labels. This
pre-training model has the advantage of fine-tuning capability via a single additional layer of
output, a feature that facilitates the creation of state-of-the-art models in various NLP tasks [18].
For Subtask 1A and Subtask 3A in English, the RoBERTa model will be used and for Subtask 1A
in Spanish, the BETO model will be used.

3.1. English-version Subtask: RoBERTa model

RoBERTa (Robustly optimized BERT approach) is a pre-training model based on BERT [19].
RoBERTa includes the following modifications: eliminating the prediction of the next sentence;
performing the training on a greater volume of data; enlarging the batch size; and, lengthening
the input sequence. This implementation attains state-of-the-art results in General Language
Understanding Evaluation (GLUE) and Reading Comprehension Dataset From Examinations
(RACE). In this research, we use RoBERTa large model architecture with 24 self-attention layers,
a hidden size of 1024 and 355M parameters [19].

3.2. Spanish-version Subtask: BETO model

BETO also uses BERT’s architecture but includes a series of optimizations similar to those
performed in the RoBERTa model. The BETO model was pre-trained with Wikipedia texts and
all OPUS Project sources [22] in the Spanish language. This model achieved better results in
most of the tasks present in the GLUE benchmark than the multilingual models based on BERT.
This model has 12 self-attention layers with a hidden size of 768 and a total of 110M parameters
[20].

3.3. Architecture modifications

Some researchers include additional features to blend them with the output of the last layer of
the transfer learning models [23, 24]. This strategy could improve the prediction of models based
on transfer learning. In the tasks where the GPLSI team participates, we have experimented
by varying our model so as to bring it closer to the domain of each task. Figure 1 shows the
internal architecture of our classifier when we included external features.

In Subtask 1A, for both English and Spanish-language versions, we extract features related to
the presence and quantity of numbers and dates in the tweets. The Stanza Python library is



Figure 1: Architecture modifications with external features

used to extract these features. Stanza library analyzes part-of-speech and morphological feature
tagging, dependency parsing, and named entity recognition parser [25].

Another change that has been tested for both Subtask 1A is the inclusion of features from
Linguistic Inquiry and Word Count (LIWC). LIWC is a resource for detecting meaning in a wide
variety of experimental settings, including showing the focus of attention, emotionality, social
relationships, thinking styles, and individual differences [26, 27]. The LIWC dictionaries have
been translated into several languages, including Spanish, German, Italian and Portuguese. We
used Spanish translated LIWC for the Spanish-version Subtask and the LIWC original version
for the English-version Substask.

4. Experiments

The objective of the experiments is to find the model and the hyperparameters that are the best
possible fit for the tasks outlined.This section presents the experiments carried out based on the
models described previously.

4.1. Subtask 1A experiments

This subtask aims to determine whether a tweet should be checked or not; hence the input
to each model is a tweet and, in the case of some experiments, the input also adds external
features. The input tweet to the models is pre-processed and Emoji are extracted to decrease
the out-of-vocabulary words in the models being used. The proposed six experiments for
this subtask use techniques that are well recognized by the scientific community, and will be
described next:

1. Our baseline system with RoBERTa or BETO model: This experiment makes a fine-tuning
of the corresponding model over the corpus of the task in evaluation. In line with [1] the
BETO baseline system and RoBERTa baseline system have the same hyperparameters, as



follows: maximum sequence length of 125; batch size of 4; training rate of 1.5e-5; and
training epochs of 3.

2. This experiment performs a Bayes search to optimize the hyperparameters. We used the
Weights & Biases library to automate hyperparameter tuning and explore the space of
possible models. This library enables the visualization and comparison of the results of
each model [28]. The search configuration is shown in table 1.

Table 1
Hyperparameter tuning

Parameters Values
Number train epochs 2, 3, or 4
Dropout 0.1, 0.2, 0.3, 0.4, or 0.5
Batch size 2, 4, or 8
Learning rate 1e-5, 1.5e-5, 2e-5, 2.5e-5, or 3e-5

3. RoBERTa or BETO best model with number and date indicators: Concatenated the output
of the last layer of RoBERTa or BETO with the number and date indicators.

4. RoBERTa or BETO best model with LIWC features: Concatenated the output of the last
layer of RoBERTa or BETO with the LIWC features.

5. RoBERTa or BETO best model with oversampling: The training set is extended with
examples of the least representative classes to balance the dataset.

6. RoBERTa or BETO best model with undersampling: Examples of the most representative
classes are eliminated to balance the dataset.

4.2. Subtask 3A experiments

The first two experiments of the previous subtask are used in the same way for this subtask.
Subtask 3A is conducted in English and therefore only the RoBERTa model can be used. In
addition, as this task classifies news according to its veracity, the RoBERTa model processes both
the title and the body text of the article, representing them as a sequence of concatenated words.
A third experiment is added that tries to improve the results of the two previous experiments.
This experiment splits the four-class classification into two binary classifications and one
three-class classification.

5. Result and Discussion

The experiments were implemented using the Simple Transformer 3 and PyTorch 4 libraries.
The experiments are trained with the training set and their performance is evaluated with the
development set provided by the organizers of CheckThat! Lab. In our experiments, the output
of BETO and RoBERTa models passes through a series of layers to finish classifying the tweet or
the news. The layers used, in order, are two Dropouts, and Linear. After the first Dropout layer,

3https://simpletransformers.ai/ (accessed on 20 May 2021)
4https://pytorch.org/ (accessed on 20 May 2021)



we used the Tanh activation function. The tweet classification is a binary classification so the
output layer has a single neuron and binary cross-entropy is used as the loss function. However,
the news is classified into four classes, so the output layer has 4 neurons and cross-entropy is
used as the loss function.

5.1. Subtask 1A

The Spanish-version of Subtask 1A has a dataset of 2,495 tweets for training, 1,247 for develop-
ment, and 1248 for testing. The English-version of Subtask 1A has a dataset of 822 tweets for
training, 140 for development and 350 for testing.

The BETO baseline system obtains good results in the macro F1 metric; however, the evalua-
tion metric of this subtask is MAP and in this case, the results are quite close to the baseline
provided by the organizers. Similarly to the behavior of the BETO baseline system, the RoBERTa
baseline system achieves good results on the macro F1 metric. However, the MAP metric is 4
points lower than 0.8064, which was reached by the best competitor of CheckThat! Lab 2020.

Experiment 2 is the experiment with the best results in both languages. With the help of the
Weights & Biases library, a configuration has been found, although it cannot be guaranteed
that it is the best one given that the search was not exhaustive. In the Spanish-version, the
hyperparameter configurations are a maximum sequence length of 125, batch size of 8, training
rate of 1e-5, dropout rate of 0.2, and, training performed for 2 epochs. For the English-version,
the hyperparameter configurations are as follows: maximum sequence length of 125; batch size
of 4; training rate of 1.5e-5; dropout rate of 0.2; training performed for 3 epochs. Table 2 shows
the results.

Table 2
CheckThat! Spanish-version and English-version of Subtask 1A experiments with BETO and RoBERTa
models in the development dataset

Spanish English
No Experiment MAP Macro F1 MAP Macro F1
1 BETO and RoBERTa baseline system 0.485 0.709 0.762 0.702
2 Hyperparameter tuning 0.549 0.712 0.825 0.750
3 Best model with number and date indicators 0.500 0.633 0.652 0.706
4 Best model with LIWC features 0.497 0.685 0.624 0.624
5 Best model with oversampling 0.387 0.693 0.772 0.735
6 Best model with undersampling 0.455 0.564 0.795 0.709

Experiment 3 indicates that the features obtained do not help to identify whether a tweet
should be checked or not. Experiment 4 worsened the results for both languages. Experiments
5 and 6 also did not improve the results achieved by simply fine-tuning the basic model. In both
cases, the two metrics descended in relation to experiment 2.

The GPLSI team reached second place in the Spanish-version of Subtask 1A to predict the
test set. The difference in the MAP metric is less than one point with respect to the team that
came first in this subtask. Table 3 shows the results.

In the English-version of Subtask 1A, the GPLSI team reached fifth place. In this case,



Table 3
CheckThat! Spanish-version of Subtask 1A results

Team MAP MRR RP P@1 P@3 P@5 P@10 P@20 P@30
GPLSI 0.529 0.500 0.533 0.000 0.667 0.600 0.800 0.750 0.620

the difference between the first-place team and GPLSI was greater than that observed in the
Spanish-version of the same subtask. Table 4 shows the results.

Table 4
CheckThat! English-version Subtask 1A result

Team MAP MRR RP P@1 P@3 P@5 P@10 P@20 P@30
GPLSI 0.132 0.167 0.158 0.000 0.000 0.000 0.200 0.150 0.140

To sum up, the numerous experiments that were conducted failed to improve the results
achieved by experiment 2, indicating the power of models based on transfer learning for this
task. Evidently, we have not been able to find appropriate external features to tackle this subtask.
The systems developed in experiment 2 are used to predict the test set for both languages.

5.2. Subtask 3A

The training dataset available for this subtask contains 900 news items [29]. In order to evaluate
the models that were being fine-tuned, the training dataset was divided into a training set and a
development set. The split proportion is of 0.7 and 0.3 for a new training set and a development
set. The training and development sets maintain similar percentages of examples from each
class. The test set has 365 news stories.

Our baseline system uses the hyperparameters described in experiment 1 of the previous
section by only changing the maximun sequence length to 512. Task 3A is considered more
complicated than 1A because it is necessary to find patterns that classify the news into 4 classes.
The macro F1 result of the baselines fine-tuning RoBERTa is quite low which corroborates the
complexity of this subtask.

Experiment 2 carried out a deep hyperparameter tuning and, as the results show, the improve-
ment is negligible. In another task, a hyperparameter tuning like this should have improved the
baseline significantly.

Table 5
CheckThat! Subtask 3 English experiments with RoBERTa model in development dataset

No Experiment Macro F1
1 Our baseline system 0.516
2 Hyperparameter tuning 0.520
3 Best model with three classifiers 0.548

The last experiment is depicted in figure 2. The strategy involved placing the majority class in
the first classifier and the minority classes in the subsequent classifiers. In the first classifier, we



predict False and Remaining classes (Partially False, True, and Other). In the second classifier,
we predict False, Partially False and Remaining classes (True and Other). Finally, the third
classifier is True and Other. Each classifier specializes in predicting a group of classes and the
remaining classes are passed to subsequent classifiers.

Figure 2: Explanation of the classification pipeline

• The first classifier achieves 0.802 as macro F1 with hyperparameter configurations are as
follows: maximum sequence length of 512; batch size of 2; training rate of 2e-5; dropout
rate of 0.2; training performed for 3 epochs.

• The second classifier achieves 0.666 as macro F1 with hyperparameter configurations
are as follows: maximum sequence length of 512; batch size of 2; training rate of 2e-5;
dropout rate of 0.2; training performed for 4 epochs.

• The third classifier achieves 0.727 as macro F1 with hyperparameter configurations are as
follows: maximum sequence length of 512; batch size of 4; training rate of 1e-5; dropout
rate of 0.2 training performed for 3 epochs.

The GPLSI team ranked 16th in this subtask. In this subtask, we failed to find a competitive
model that could obtain state-of-the-art results.

6. Conclusions

We participated in two tasks of the three CheckThat! tasks. The results achieved in the Spanish-
version of subtask 1A are considered good. They confirm that, depending on the task, fine-tuning
pre-trained models may be a good option. In the Spanish-version, we ranked second with a
MAP score of 0.529 and in the English-version we ranked fifth with a MAP score of 0.132.

On the other hand, the results obtained in Subtask 3A leave considerable room for improve-
ment and to date, no enhancement was found in the models used. However, the classifier
cascade technique improved the classification. In this research, we classify the most majority
classes in the first classifiers. We include some external features to the models used but the
results obtained do not improve the fine-tuning experiment of each model.



In future work, we will experiment with other reference neural models and look for specific
features that can improve the results for the most complicated tasks.
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