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Abstract
This paper describes our contribution to the Visual Question Answering Task in the Medical Domain
at ImageCLEF 2021. We propose the method with a core idea that the model design and the training
should best suit the feature of the data. Specifically, we design a hierarchical feature extraction structure
to capture multi-scale features of medical images. To alleviate the issue of data limitation, we apply the
mixup strategy for data augmentation during the training process. Based on the observation that there
exist hard samples, we introduce the curriculum learning paradigm to resolve this issue. Last but not
least, we apply label smoothing and ensemble training to avoid the model bias on the data. The proposed
method achieves 1st place in the competition with 0.382 in accuracy and 0.416 in BLEU. Our code and
model are available at https://github.com/Rodger-Huang/SYSU-HCP-at-ImageCLEF-VQA-Med-2021.
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1. Introduction

The task of Visual Question Answering (VQA) is designed to answer the questions by un-
derstanding the intrinsic meaning of the corresponding images. By taking advantage of the
larger-scale VQA dataset and the ingenious cross-modal feature fusion modules, researchers
have made great achievements in the general VQA task. For the sake of promoting the patients’
understanding of their disease and supporting the clinical decision, Hasan et al. [1] brought
the VQA task to the medical domain. To facilitate the lack of the benchmark in the medical
VQA, ImageCLEF organizes the 4th edition of the Medical Domain Visual Question Answering
Competition named VQA-Med 2021. The examples of VQA-Med 2021 are shown in Figure 1.
Since the data from medical VQA is relatively limited comparing to general VQA, we design a
data-centric model to collect and make full use of the limited data. Besides, as the questions
of VQA-Med 2021 reside in the abnormalities of the medical images, we mainly focus on the
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Q: What is the primary 
abnormality in this image?
A: Sickle cell anemia

Q: What is most alarming 
about this mri?
A: Leptomeningeal sarcoid

Q: What is abnormal in 
the x-ray?
A: Vacterl syndrome

(a) (b) (c)

Figure 1: Three examples from the dataset of ImageCLEF 2021 VQA-Med.

design of visual representation to classify the abnormality of the medical images.
To address the issue of data limitation, we expand the dataset with the data in the previous

VQA-Med competition (i.e., VQA-Med 2019 [2] and VQA-Med 2020 [3]). To make full use
of the limited data, we apply mixup technology to create more samples. For efficient visual
feature extraction, we apply label smoothing to stabilize the training progress. Furthermore,
we discover the phenomenon that hard samples restrict the performance of the model and use
a curriculum learning-based loss function to resolve this issue. Last but not least, to prevent
the model from the infliction of intrinsic model bias, we propose to ensemble different types of
models in exchange for higher model accuracy(e.g., VGG [4], ResNet [5]).

2. Related Work

A retrospective analysis is conducted in this section. We first literately review the research of
general VQA, then we conclude the methods of VQA in the medical domain.

2.1. General VQA

The prevailing VQA framework in the general domain is mainly composed of four components:
a visual encoder, a linguistic encoder, a cross-modal feature fusion module, and a classifier. The
visual encoders are usually based on deep CNNs such as ResNet [5], VGG [4], Faster-RCNN [6],
etc. To extract the linguistic feature, researchers apply the Transformer or RNN based models
(e.g., Bert [7], LSTM [8]). The cross-modal feature fusion modules are dominant in current
VQA systems. To capture the relationship between images and languages, Fukui et al. [9] and
Kim et al. [10] apply the compact bilinear pooling methods. In the meanwhile, Yang et al. [11],
Cao et al. [12], and Anderson et al. [13] investigate to design the model that focus on the
question-related region of the image. MLP-liked classifier is usually used to select the final
answer.



2.2. Medical VQA

Different from general VQA, medical VQA usually suffers from limited data and the distinction
between common-sense knowledge and medical domain-specific knowledge. Thus, we first
discuss the current methods to alleviate the data limitation in medical VQA. After that, we
summarize the previous methods for the medical VQA.
Data limitation in medical VQA. Data limitation is an unavoidable topic in the field of

medical image analysis, especially in the domain of medical VQA. To address this issue, Nguyen
et al. [14] combine the meta-learning and the denoising auto-encoder to make use of large-scale
unlabeled data. Nevertheless, they neglect the compatibility between the visual concept and the
questions. Gong et al. [15] propose a novel multi-task pre-train framework, the image encoders
of which are mandatory to not only learn the linguistic compatibility feature but also the vision
concept by performing the original task (i.e., classification & segmentation) on the external
dataset. Still, the easiest way to overcome the data limitation is to collect more data as was
done by Chen et al. [16]. In this work, we not only collect the data from the previous VQA-Med
competition but also apply the mixup strategy for data augmentation.
Previous methods on VQA-Med challenges. In the 2018 VQA-Med challenge [1], the top

three groups applied the analogous pipeline as the VQA in the general domain. Specifically,
they apply CNNs (i.e., ResNet-152 [5], VGG [4], Inception-ResNet-v2 [17]) for visual feature
extraction, LSTM [8] or Bi-LSTM for language modeling, and attention based feature fusion
modules (i.e., MFH [18], SAM [11], BAN [10]).

In the 2019 VQA-Med challenge [2], the leading three groups [19, 20, 21] used the Inception-
Resnet-v2 [17] or a tailor-designed VGG [4] to extract image feature. Bert [7] is used to capture
the semantic of the questions, and MFH [18] is applied for feature fusion. The tailor-designed
VGG proposed by Yan et al. [19] replaced the conventional global average pooling layer of
VGG with the hierarchical average pooling layer, which could efficiently capture the multi-scale
feature. Besides, it is worth noting that the top 3 teams apply the question classification method
to figure out the category of the questions.

In the 2020 VQA-Med challenge [3], two [22, 23] of the top three teams abandon the con-
ventional VQA framework. Only Bumjun et al. [24] applies the conventional VQA framework,
which uses VGG backbone for visual feature extraction, BioBert [25] for question encoding, and
MFH [18] for feature fusion. The other two teams chose to direct classify the image with the deep
neural networks. The winner of VQA-Med-2020 [22] designed a question skeleton-based ap-
proach to take full use of the linguistic feature, and integrate multi-scale and multi-architecture
models to achieve the best result.

3. Datasets

In VQA-Med task [26] of ImageCLEF 2021 [27], the original dataset includes a training set of
4500 radiology images with 4500 question-answer (QA) pairs, a validation set of 500 radiology
images with 500 QA pairs, and a test set of 500 radiology images with 500 questions. These
questions focus on the abnormalities of medical images. Figure 1 shows three examples in the
dataset.

Since the previous dataset [2, 3] in the VQA-Med competition is allowed to use, we leverage the



Collect training data from the 
previous competition

Design a hierarchical feature 
extraction architecture to 

representation image

Apply the mixup strategy for 
data augmentation

Introduce curriculum learning 
to handle the hard samples

Use label smoothing to avoid 
the data over-fitting

Ensemble the original CNN and 
the hierarchical CNN against 

the data bias

Data preparation

Network design

Efficient training

Ensemble

Figure 2: Overview of the proposed data-centric medical VQA framework. Followed by the instruction
of the organizers, we collect the data from the previous competition. Then we design a hierarchical
structure to better represent the feature of the image. After that, we adopt three efficient training
strategies according to the characteristic of the data. Finally, we ensemble the conventional CNN and
the hierarchical CNN towards eliminating data bias.

abnormality subset from the VQA-Med 2019, the test set of VQA-Med 2020, and the validation set
of VQA-Med 2021 to extend the VQA-Med 2021 training set. The final training set is composed
of 6183 VQA pairs.

4. Methodology

As this competition focus on the questions about abnormalities, we discard the conventional
VQA framework and regard VQA as an image classification task. To make full use of the data,
we design a data-centric model which is shown in Figure 2. This framework mainly consists of
four parts: data preparation, network design, data-centric training methodologies, and model
ensemble. The data preparation is illustrated in Section 3. Other parts are detailed below.

4.1. Network Architecture

Inspired by Yan et al. [19] and Aisha et al. [23] that multi-scale features contain more abundant
information of medical images, we design a hierarchical feature extraction architecture to
capture the multi-scale features of medical images. Different from the conventional high-
level semantic feature representation architecture with fully-connected layers (Fig. 3 (a)), our



Adaptive Global Average Pooling

(b) Hierarchical multi-scale representation(a) High-level semantic representation

Figure 3: The conventional high-level semantic representation architecture and the proposed hierar-
chical multi-scale architecture.

proposed architecture replaces the fully-connected layers with hierarchical adaptive global
average pooling layers (Fig. 3 (b)). Compared with a similarity work [19] that uses global
average pooling to construct feature vector, the proposed method with adaptive global average
pooling is more flexible to receive arbitrary input size of the image. This hierarchically adaptive
global average pooling (HAGAP) structure is applied to ResNet-50 [5], ResNeSt-50 [28], VGG-16
and VGG-19 [4] to extract image feature.

4.2. Data-centric efficient training

In this part, we introduce three efficient strategies to better utilize the training data according
to their characteristic.
Mixup. To alleviate the issue of data limitation in medical image representation learning, we

adopt a simple yet effective data augmentation method called Mixup [29]. Given two samples
(𝑥𝑖, 𝑦𝑖) and (𝑥𝑗 , 𝑦𝑗), we create a new image �̂� with label 𝑦 by linear interpolation with the
following operation:

�̂� = 𝜆𝑥𝑖 + (1− 𝜆)𝑥𝑗

𝑦 = 𝜆𝑦𝑖 + (1− 𝜆)𝑦𝑗
(1)

where 𝜆 ∈ [0, 1] is a random value drawn from the 𝐵𝑒𝑡𝑎(𝛼, 𝛼) distribution with the hyper-
parameter 𝛼 = 0.2. It is worth noting that we only use the newly created images during the
training process.
Curriculum learning. Based on the observation that in the training set of this competition,

one disease could occur in various images modalities (e.g., CT, MRI.). Some modalities are of



numerous samples while others are of few. Thus, the imaging modality of the diseases that occur
infrequently is hard to learn. Furthermore, the training set is unavoidable to contain noise. To
resolve these issues, we introduce the idea of curriculum learning [30] into the training process.
To simplify this process, we apply the SuperLoss [31], which automatically down-weights the
hard samples with a larger loss.
Label smoothing. The label smoothing methodology is first proposed to train the Inception-

V2 [32] network. It works by adjusting the probability of the target label by:

𝑝𝑖 =

{︂
1− 𝜀 if 𝑖 = 𝑦
𝜀/(𝐾 − 1) otherwise

(2)

where 𝜀 is a small constant, 𝐾 is the number of classes, and 𝑝𝑖 denotes the possibility of category
𝑖. As label smoothing groups the representations of the examples from the same class into tight
clusters, the model could achieve a better generalization ability.

4.3. Model Ensemble

As the model unavoidably contains bias, we apply multi-architecture ensemble to further
improve the model performance. Comparing to the winner of VQA-Med 2020 [22] that takes
more than 30 models to an ensemble, our best submission only contains 8 models by taking the
advantage of the HAGAP structure. Specifically, the 8 models are ResNet-50, ResNeSt-50, VGG-
16, VGG-19, ResNet-50-HAGAP, ResNeSt-50-HAGAP, VGG-16-HAGAP and VGG-19-HAGAP.
The input size of ResNet-based networks is 256 × 256 while the input size of VGG based
networks is 224 × 224. All backbones are initialized with the ImageNet pre-trained weight.
Since the data is limited, we do not set the validation set during the training process and select
the model of a fixed epoch for evaluation.

5. Experiments

5.1. Implementation details

As for training data, we leverage the data in Section 3. The models for our best submission are
trained with the combination of mixup loss, SuperLoss, and Label smoothing loss. We used the
SGD optimizer with momentum set to 0.9. The initial learning rate is set to 1e-3, and the weight
decay is 5e-4. All models are trained for 60 epochs, and we select the model for inference on a
fixed epoch (e.g., 50).

5.2. Evaluation

The VQA-Med competition applies accuracy and BLEU[33] as the evaluation metrics. Accuracy
is calculated as the number of correct predicted answers among all answers. BLEU measures
the similarity between the predicted answers and ground truth answers. As shown in Fig.4, we
achieved an accuracy of 0.382 and a BLEU score of 0.416 in the VQA-Med-2021 test set, which
won the first place in this competition.



Figure 4: The leaderboard of the ImageCLEF VQA-Med 2021 challenge.

Table 1
Ablation study on the VQA-Med-2021 validation set.

Method Accuracy Improvement

VGG16 66.6% -
+Mixup strategy 68.4% +1.8%

+Label smoothing 68.8% +0.4%
+HAGAP and Curriculum Learning 69.2% +0.4%

5.3. Ablation study

To demonstrate the effectiveness of our proposed model, we conduct ablation study with the
VGG-16 network, which is shown in Table 1. Specifically, the input image size is 224 × 224.
The training set contains 5664 images while the validation set contains 500 images. The original
VGG-16 network is set as the baseline, which achieves an accuracy of 66.6%. We utilize the
mixup strategy for data augmentation, which surpasses the baseline by 1.8%. Furthermore, we
adopt label smoothing to avoid the over-fitting of the model, which improves the accuracy to
68.8%. After that, we apply hierarchical architecture to represent the feature of the medical
image, and introduce the curriculum learning paradigm into the framework, which brings an
accuracy gain of 0.4%. With the efforts mentioned above, we achieve 69.2% accuracy on the



VQA-Med-2021 validation set.

6. Discussion

The VQA-Med is challenging task due to the limited data. As this work mainly focused on
distinguish the abnormality between the medical images, we focus on designing the training
scheduler and the feature extract module to make better use of the limited data. It is worth noting
that as the training set, the validation set, and test set may not obey the same distribution, the
Table 1 is of limited value. In other words, Label smoothing, HAGAP, and curriculum learning
may be effective in the test set, but it not brings significant improvement on the validation set.
For the same distribution inconsistent issue, we directly classify the images rather than use the
long-tailed based methods [16]. Though we achieves 1 st place at this competition, our score is
not high and there is still a long way to go to achieve applicable medical VQA.

For the future works in the medical VQA, we may digger deeper into better feature represen-
tation of image or words with the help of large amount unlabeled data. Besides, generating the
answer word by word rather than regard the answer as a label is more valuable research topic.

7. Conclusion

In this paper, we describe our participation at the ImageCLEF 2021 VQA-Med challenge. Con-
sidering most of the questions are about abnormality, we abandon the conventional complex
cross-modal fusion methodologies. With the firm brief that the characteristics of the data
should be fully considered in the construction of the model, we design a data-centric
model with efficient training strategies. Our proposed method achieves the best results among
all participating groups with an accuracy of 0.382 and a BLEU score of 0.416.
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