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Abstract  
Defect detection and quality assurance are traditionally crucial in the manufacturing sector, 
since it has the potential to reduce scrap rates, production time, energy consumption, and thus 
increase efficiency. Nowadays, automated image-based systems follow the aim to minimize 
reject rates and achieve quality standards within highly automated processes. The resulting cost 
reduction contributes to the overall objective of maximizing added value. Thereby, it is of 
significant importance that the underlying image mining and computer vision processes run 
with low overall latency. In order to analyze the relevance of a real time execution of such 
systems in the current scientific discussion, a literature review was conducted and is described 
in this paper. Besides techniques and methods, which are discussed, fields and industries could 
be identified. Thus, the state-of-the-art within the scientific discussion could be collected and 
presented. 
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1. Motivation 

The widespread term industry 4.0 outlined the next generation of manufacturing, which aims to 
increase the automation of production processes [1]. Besides, the constant networking of all devices 
and machines, the basis is formed by the data collected within the production process by a large number 
of sensors [2]. Automated defect detection and real time quality assurance systems have the potential 
to reduce scrap rates, production time, energy consumption, and thus increase efficiency. To achieve 
these objectives, images of the production process are used as input for analytical processing. The 
acquisition of the necessary image data is simple to add to the production system and inexpensively to 
maintain. In addition, the concepts of computer vision and image mining use these collected images 
subsequently for analytical processing. The underlying purpose of these applications is to generate 
knowledge concerning product quality. The targeted reduction of production costs can be a contribution 
to maximize the value creation of an organization [3]. The detection of errors must be realized with a 
minimum of latency. Otherwise, the results obtained might become useless for the further production 
process. Thus, it is necessary to analyze the role of real time processing of such systems within the 
scientific discussion in the area of defect detection and quality assurance. This paper aims to incorporate 
the insights gained through a structured literature review. The focus is on the identification and 
deployment of techniques and methods that allow increasing the prediction accuracy of the employed 
supervised learning techniques while minimizing the latency of the application. In the context of serial 
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production, the concepts of computer vision and image mining can already be used reliably. In this 
paper, we investigate the following research questions in the presented tension:  

What is the role of real time processing within the scope of quality assurance systems via image 
mining and computer vision in the production environment? 

1. Concerning the used techniques and methods? 
2. Concerning the application areas? 

To address the research questions posed, this paper is divided into six sections. First, the basic 
concepts are outlined. This is followed by the description of the applied scientific methodology in 
section three and the presentation and discussion of the obtained results in sections four and five. The 
paper closes with a conclusion and outlook. 

2. Basic Concepts 

Within this section, the basics of considered concepts and methods are described. This contains the 
concepts of computer vision and image mining, which generate knowledge based on image data by 
using image processing and analytical techniques. Moreover, this section contains the basics of defect 
detection and quality assurance systems. 

2.1. Defect Detection and Quality Assurance 

Undetected defects or products which does not meet the defined quality requirement result in rejects 
or, in a worse case, even defects in the production unit. Image-based defect detection and quality 
assurance systems follow the aim to avoid such value-reducing scenarios. Automated systems replaced 
traditional manual human inspection processes over the last decades [4]. Thereby, it is not only 
considered whether defect exist but also the quality of the product is evaluated, one comes into the area 
of quality control and assurance. Quality control focuses on the fulfillment of quality requirements. It 
consists of techniques and activities carried out as part of the quality assurance process to verify that 
the quality requirements for the product have been met [5]. If defects or not fulfilled quality 
requirements are detected in real time, less product time and material are lost. But also, possible repair 
costs for machines and equipment can be reduced. Implementation as a real time analytics application 
(RTA) can therefore have a positive impact on organizations’ value creation. Regardless of the domain 
or application area, RTA is characterized simply by the execution of an analytical task in real time. 
Therefore, it is critical to minimize the latency between the triggering event and the final result delivery. 
The total latency of an analytical application can be divided into data latency, analysis latency, and 
decision latency [6]. To ensure that the data collected by the imaging sensor directly at the production 
unit is available as quickly as possible, it must first be transmitted to the place of analysis. To minimize 
the necessary transmission times, appropriate suitable network architectures like edge computing can 
be used for decentralized data processing. Edge computing describes an extension of cloud computing. 
In contrast to this, however, data is stored decentral at the corner of the network - the edge [7].  

2.2. Computer Vision and Image Mining 

The concepts of computer vision and also image mining use techniques and methods from the areas 
of image processing and data analytics. Both follow the aim to generate knowledge based on image 
data. In the scientific literature, the concepts are partly differentiated in detail, but also sometimes used 
synonymously. Hence, it is first important to differentiate between these two concepts. Computer vision 



 

contains various methods for acquisition, processing, and analyzing images [8]. A computer vision 
system usually consists of an imaging sensor, an interface to transmit the image, and a computing unit 
for processing the analysis [9]. The approach follows the purpose to generate knowledge related to a 
single image or an object within an image [10]. In this process, computer vision also uses techniques to 
derive an understanding of a single image from a set of images [11]. Figure 1 depicts the process steps 
of the computer vision approach, which is used in manufacturing in assembly, sorting, monitoring, 
quality control, as well as defect detection, among others [8]. 

 
Fig. 1. Computer Vision [12] and Image Mining Process [13] 

Furthermore, the figure also depicts the image mining process. These concepts differ from computer 
vision and other image processing techniques because the focus of image mining is on extracting 
patterns from a huge collection of images, whereas the focus of computer vision is on understanding 
and/or extracting specific features from a single image [10]. Image mining combines data mining and 
image processing technologies that enable the identification of patterns and relationships in image 
collections to gain knowledge [14]. The focus is on detecting patterns or other relationships that are not 
visible at first glance and thus not recognizable [15]. The process of image mining, which consists of 
the steps of preprocessing, transformation and feature extraction, application of the algorithms from the 
field of data mining, and interpretation and evaluation. All in all, it follows the aim of uncovering 
implicit knowledge. This can then be applied to a single image, enabling inference and interpretation 
[13]. In contrast to computer vision, the image mining process does not involve image acquisition 
methods. Thus, the entire process of defect detection cannot be covered via image mining.  

3. Research Method 

Considering the research questions formulated, a structured literature review was chosen. 
According to Cooper [16], a structured literature review includes the following five steps: 1) problem 
development, 2) data collection, 3) data evaluation, 4) data analysis and interpretation, and 5) 
presentation of results. Figure 2 depicts the process of the literature review conducted. In the first step 
of the literature review, the problem was first developed and identified based on existing basic articles.  
This was followed by data collection, after which 135 publications were identified, and subsequently 
analyzed. Duplicates, thematically irrelevant papers, and irrelevant publication types were removed. 
The remaining 92 papers were subdivided to classify the economic sectors based on the classification 
of the Federal Office of Economics and Export Control [17]. 



 

 

Fig. 2. Process of the literature review according to Cooper [16] 

Subsequently, only those contributions that could be assigned to the manufacturing industry and 
focused on the technical and methodological aspects were considered. This further reduced the number 
of relevant contributions. The focus was placed on the 35 application-oriented publications. Two of 
these publications did not show relevance upon closer consideration and were therefore sorted out. In 
the end, 33 publications were included in the analysis. Eighteen of these papers contained a real time 
reference.  

4. Defect Detection and Quality Assurance in Real Time 

The done literature review followed the purpose to analyze the role of real time processing within 
the scope of defect detection and quality assurance systems. Real time execution of a defect detection 
or quality assurance system requires minimizing the time between image acquisition and response.  

4.1. Techniques and Methods 

In order to analyze the object of interest in more detail, it is necessary to consider the techniques and 
methods which are used in the considered systems. Thus, the process steps of image acquisition, data 
preprocessing and transformation, and the used algorithms are described in this section. 

4.1.1. Image acquisition 

A first step to automatically identify defects or insufficient qualities in production is image 
acquisition. This requires imaging sensors. These convert optical energy into electrical energy, making 
it storable and processable. In this process, the speed of the manufacturing line is crucial. The faster the 
production runs, the faster the sensors have to focus, capture and store the image. Thus, it depends on 



 

the production of how many images per second are captured and what resolution the images must have 
[8]. Furthermore, it is crucial to configure the right distance between the camera sensor and the product 
to be focused [18]. To obtain a holistic image of the product, the use of multiple imaging sensors is also 
possible. If more than one sensor is used for image acquisition, coupling or synchronization of the 
images is necessary in order to process them together [19]. Once the image has been captured, it is then 
important to transfer it with low latency to the processing unit. Network architectures such as those of 
edge computing, which support decentralized data processing and can thus minimize the latency of data 
transfer, are suitable for this purpose [20]. 

4.1.2. Data pre-processing and transformation  

After the acquired images have been transferred from the production environment to the computing 
unit where the processing is to take place, the pre-processing starts. To increase the accuracy of the 
predictions made and to minimize the overall latency of the execution, appropriate pre-processing steps 
are necessary. It is crucial that the possible defects and quality levels can be predicted as easily and 
precisely as possible afterward and with a minimum of time. Various approaches are used and discussed 
in the publications examined. These preprocessing techniques can be classified into the areas of 
transformation, segmentation, and feature extraction. Examples of transformation are resizing, gray 
scaling [21], and hough-transformation [20]. Furthermore, exemplary for the segmentation area, edge 
Detection, and object detection [11] can be named. Considering the feature extraction, weibull 
distribution and local-binary-pattern can be named as representatives [20]. All in all, it can be stated 
that each of these steps requires a certain latency and that their number should therefore be kept as low 
as possible. However, some of these steps also reduce the latency of the subsequent steps. For example, 
reducing the image size can have a positive effect on the processing time through the algorithms. 

4.1.3. Algorithmic processing 

In the literature examined, supervised learning methods from the areas of classification account for 
the largest share of identified methods. A wide range of algorithms is applied in this area. A somewhat 
smaller portion of the publications discusses clustering approaches from the unsupervised learning 
sector. Since the potentially occurring defects in the various production facilities are mostly known in 
advance, in many cases an assignment of the image captured during production to an already defined 
class is made. In the simplest case of defect detection, this can be the classes "defect" and "no defect". 
However, to classify the quality of the product in production, several quality classes are also used [22]. 
Therefore, support vector machine is applied in the steel industry [23], but also in the context of textile 
[24] or porcelain manufacturing [21]. Decision tree and random forest algorithms are also applied in 
these sectors [21, 24]. Neuronal Networks are used in the detection of surface defects in vehicle body 
parts [25]. Moreover, convolutional neural networks for defect and quality classification exist in the 
scientific literature. For example for defect detection in the stress field of pharmaceuticals [19], 
detection of assembly defects of atomizers [26], in the textile industry [24], or in the field of porcelain 
production [21] for defect classification. In contrast, in clustering, no defect or quality classes are known 
to which a captured image from production can be automatically assigned. Because of that, clustering 
algorithms form the possibility to detect and recognize unknown error sources. An application example 
is the inspection of bottle caps in beverage production. Loose caps, scratches, or broken caps can be 
identified by the use of the K-Means algorithm [11]. Furthermore, Clustering approach are also 
discussed within the semiconductor manufacturing process. Thereby distance-based and hierarchical 



 

agglomerative clustering methods are considered [27]. However, it is also discussed in steel 
manufacturing to identify defects through similarities in texture structure [20]. 

4.2. Areas of Application 

To obtain a better overview of the defect detection and quality assurance systems, the areas of 
applications and industries were considered. Figure 3 depicts the industries and areas that are addressed 
in the publications.  

 
Fig. 3. Discussed application fields within the current scientific discussion 

The applications are classified by the corresponding sectors according to the specifications of the 
German Federal Office of Economics and Export Control [17]. Figure 3 depicts also how strongly the 
reference to processing in real time is addressed within these publications. Image-based defect detection 
and quality assurance systems are used and discussed within the production of food and beverage 
packaging and containers. Examples are in the area of bottle cap inspection [11] or food container 
product quality inspection [28]. Also, defect detection systems for porcelain manufacturing are 
discussed [21]. This allows the complete process to be executed in real time. A robotic computer vision 
architecture is used for this system. Besides high-speed image processing, an autonomous self-learning 
system is used. Its response with minimal latency [21]. A computer vision system for defect detection 
in ceramic tile manufacturing is also designed to run in real time. The authors state that defects can be 
detected by this system with an overall latency of less than 900ms and an accuracy of 98% [29]. 
Similarly, a system for defect detection in light emitting diodes surfaces has an overall latency of about 
one second. Also, within the defect detection during the production process of liquid crystal displays, 
the considered systems are discussed [30]. Another example contains a computer vision system for the 
detection of defects in ceramic tiles in real time. In the manufacturing process, tiles with edge, corner, 
or surface defects were classified as defective, while tiles without defects were classified as correct. As 
a result, a defect detection efficiency of 98% and a maximum execution time of less than 900ms [29]. 
Furthermore, nearly twenty percent of the identified publications discuss use cases from fabrics 
industry. Within this scope, Divyadevi and Kumar [31] published a review of automated fabric 
inspection systems. Computer vision-based systems are playing an important role in this sector. This is 
due to the minimization of latency as well as the overcoming of errors in manual monitoring by 
employees. In particular, errors that suffer from boredom, fatigue, and low error detection rates in 
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human quality inspection can be prevented by computer vision and image mining approaches. The 
authors consider common fabric defects such as stitches, skew, grease spots, skipped stitches, or knots 
[31]. Publications could also be identified in the literature study, which application areas can be 
identified from the field of pharmacy [19] or mechanical engineering [32, 33]. 

In summary, there could be no limitations about the application area identified by the literature study. 
It was not able to identify any barriers that indicate that defect detection and quality assurance systems 
cannot be transferred to arbitrary production scenarios and generate added value there. 

5. Discussion 

Further to the description of the findings in Section 4, it is required to discuss them. This is carried 
out in this section based on the research question posed:  

What is the role of real time processing within the scope of quality assurance systems via image mining 
and computer vision in the production environment? 

1. Concerning the used techniques and methods? 

The findings of the literature review are the relevant and widely used techniques and methods in 
the considered field of interest. Thereby, image acquisition of the product is the initial point of the 
process. It already has a decisive impact on the prediction accuracy of a possible classification. 
Especially the distance between the imaging sensor and the object is an important configuration 
element. However, only a few generalized points could be identified. Rather, the image acquisition, the 
selection of techniques and methods, and the algorithms must be configured individually for each 
production line. For real time execution, the acquisition of the images is hardly a challenge. More 
critical is the transmission latency from the imaging sensor to the processing unit. In the area of pre-
processing, techniques for segmentation take on a high priority, as they can narrow down the area of 
investigation and thus also exclude potential sources of interference prior to model training. In the case 
of algorithms, the focus is mostly on supervised learning methods, since the potentially occurring 
defects and qualities are usually known in advance. When executing the algorithms, execution with 
minimal latency is also possible. In this case, minimizing the latency is usually increases the accuracy. 
In contrast, measures to improve the accuracy hurt the latency. 

2. Concerning the application areas? 

Scientific publications about quality assurance and defect detection in production environments are 
identified in a large number of different industries and fields. However, restrictions to specific areas or 
industries could not be found out. It could be seen that most of the publications are in the fields of 
fabrics, metal and steel, and automotive industries, as well as in the production of printed circuits and 
semiconductor boards. In these areas, defect detection and quality assurance have corresponding 
importance and also far-reaching tradition due to the high quantities in production. In many cases, defect 
detection was previously carried out manually by employees in the past. Therefore, it can be assumed 
that the purpose of increasing the quality of defect detection as well as the reduction of employee costs 
are the drivers for the development of computer vision and image mining systems. The latency of the 
entire process plays a crucial role in image-based defect detection and quality assurance. In about half 
of the publications considered, the topic of real time processing was addressed. However, only in a few 
publications was there a penetrating discussion. As a result, two assumptions can be made. On the one 
hand, it could be assumed that real time processing in defect detection and quality assurance systems 
only plays a special role in some cases and is only of minor relevance for the other part. On the other 



 

hand, it cannot be ruled out that real time execution is already taken for granted and is therefore not 
addressed in a more specified way.  

6. Conclusion 

The done research aimed to identify the role of real time processing of image-based defect detection 
and quality assurance systems. Through the literature review, it was possible to identify in which 
industries and fields image mining and computer vision are used for quality control and discussed in 
the scientific community and where real time processing is relevant. It was found that quality assurance 
systems are used in a wide variety of industries. Most publications were found in the fabrics, metal and 
steel, and automotive industries, as well as in the manufacture of printed circuit boards and 
semiconductors. Also, the widespread techniques and methods, as well as the connection to real time 
execution, could be identified. It was also found that real time processing assumes importance. 

The carried-out research is limited by the inputs and limitations within the literature analysis. Thus, 
the question of the transferability of the results into the practice cannot be answered completely 
herewith. However, the obtained findings have relevance for further research in this field and it is also 
relevant for practitioners. The gained findings have the potential to support the development of image-
based defect detection and quality assurance systems. 
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