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Abstract
In recent times, deep neural networks (DNN) have been successfully applied to multiple machine learning problems. In the
quantification field, there have been a couple of attempts that envision the ability of these networks to tackle this problem
specifically. This paper proposes a DNN architecture called HistNet, that is based on histogram representations and is able to
handle binary and multiclass quantification problems without the need of an underlying classifier. Our method achieves
state-of-the-art results in two public datasets, one from the field of computer vision (Fashion-MNIST) and the other dealing
with a natural language processing problem (IMDB).
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