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Abstract
The development of social media platforms have enabled users to express their thoughts and opinions
about entities freely, without any inadvertent implications it may have on a person/group. Due to the
volume of active social media users, it is becoming increasingly apparent for the need of automated
sentiment analysis systems for social media. This paper describes our work on the task of Sentiment
Analysis in Dravidian language-DravidianCodeMix 2021. We propose a soft voting classifier with the
help of other fine-tuned multilingual language models, achieving the best weighted F1-Score of 0.752,
0.619, and 0.648 in Malayalam, Tamil, and Kannada respectively. Our approach achieved the best results
in Tamil, securing 3𝑟𝑑 rank in the language. The source codes of our systems are published1.
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1. Introduction

Social media is a powerful and robust tool that has led an inherent impact on the users [1]. Over
the years, the internet has gained more and more users jumping from 738M in the year 2000 all
the way up to 3.6B in 2020. It provided a medium for people of different age, background, eth-
nicity to interact accounting for more cultural exchanges as well as exposure to new ideologies
from different users. It also enabled us to access information across the planet, to socialize and
stay up-to-date with the latest technologies and to share our ideas and thoughts to the world.
With millions of active users, content generated on social media is difficult to be moderated
by human beings. Analysing the opinions expressed by the users is important to identify the
areas of disagreements and differences among the users [2].

1https://github.com/PawanKalyanJada/dravidian-code-mix
FIRE 2021: Forum for Information Retrieval Evaluation, December 13-17, 2021, India

pawankj@iiitt.ac.in (P. K. Jada); duddukuntasr19e@iiitt.ac.in (D. S. Reddy); konthalay18c@iiitt.ac.in
(K. Yasaswini); arunabimanyu123@gmail.com (A. P. K); prabakaran.chandran98@gmail.com (P. Chandran);
anbu.1318@gmail.com (A. Sampath); sathiyarajt@skacas.ac.in (S. Thangasamy)

© 2021 Copyright for this paper by its authors. Use permitted under Creative Commons License Attribution 4.0 International (CC BY 4.0).
CEUR
Workshop
Proceedings

http://ceur-ws.org
ISSN 1613-0073 CEUR Workshop Proceedings (CEUR-WS.org)

mailto:pawankj@iiitt.ac.in
mailto:duddukuntasr19e@iiitt.ac.in
mailto:konthalay18c@iiitt.ac.in
mailto:arunabimanyu123@gmail.com
mailto:prabakaran.chandran98@gmail.com
mailto:anbu.1318@gmail.com
mailto:sathiyarajt@skacas.ac.in
https://creativecommons.org/licenses/by/4.0
http://ceur-ws.org
http://ceur-ws.org


Users can openly share their ideas on social media sites such as YouTube, Facebook, In-
stagram, and Twitter. Certain people’s perspectives can be harmful to a specific community,
gender, religion, or race. These unpleasant posts/comments might be detrimental to one’s
mental health. Sentiment analysis is the technique of categorising a statement based on its
polarity. Sentiment analysis aids in evaluating consumer satisfaction with the products and
services that many businesses give [3], as well as understanding public opinion, which may
aid in making better decisions in the future. Indefinitely, it became a prominent subject of
study in the Natural Language Processing research field. Because of the huge quantity of data
created on a daily basis, the study into evaluating the sentiment on social media postings has
grown exponentially.

The majority of data found on social media is frequently code-mixed. The combination of
two or more languages in a phrase is known as code-mixing [4, 5, 6]. Because of variations in
syntax, vocabulary, andmeaning, code-mixed writing is far more difficult to read than standard
language. As a result, achieving good results in activities such as Sentiment Analysis, Named
Entity Recognition, POS Tagging, and so on becomes extremely difficult.

Tamil evolved from the Proto-Dravidian language, which is estimated to have existed prior
to 500 BC. Tamil is the official language of the Indian state of Tamil Nadu, as well as Singapore
and Sri Lanka [7]. There are around 77 million Tamil speakers worldwide. The Tamil-Brahmi
script was the parent script from which the subsequent Vatteluttu and Tamil scripts evolved.
It consists of 12 vowels, 18 consonants, and 1 aytam (voiceless velar fricative).

Kannada and Malayalam are two more Dravidian languages that are widely spoken in Kar-
nataka and Kerala, respectively. Kannada can alternatively be spelled Kanarese or Kannana.
Kannada is spoken by about 40 million people and is recognised as a classical language. The
earliest Kannada inscription comes from around 450 CE. Kannada literature was influenced
by the Lingayat and Haridasa movements and began with Kavirajamarga and Pampa Bharata.
Ramacharitan is the oldest surviving literacy text in Malayalam. Malayalam contains 15 vow-
els, 36 consonants, and a variety of additional symbols. The Valleluttu script is incorporated
in the contemporary Malayalam. These Dravidian languages generate a massive volume of
code-mixed data [8].

The rest of the paper is organised as follows, Section 2 comprises of the related work in
sentiment analysis. Section 3 entails the dataset used and task descriptions, while Section 4
provides a detailed description of the architecture used for this task. Section 5 discusses about
the results of our models in the shared task, and finally, Section 6 concludes our work and talks
about potential directions for future works.

2. Related Work

Sentiment analysis is essential in introspection [9]. The availability of code-mixed data from so-
cial media was critical to extracting data for sentiment analysis [10]. The topic of code-mixing
in Dravidian languages is explored in [11, 12]. Sentiment analysis tasks were completed in the
late 1990s by classifying text or phrases [13]. Finn Arup Nielsen, Opinion Finder, and General
Inquirer produced a new word list in order to provide a score to each term [14]. The sentiment
of a sentence is determined by the individual score of each word in the sentence. Two typical



ways to solving a sentiment analysis problem are machine learning approaches and lexicon-
based approaches [15]. Opinion lexicon is employed in the Lexicon-based technique to identify
sentence polarity [16, 17]. Naive Bayes is one approach for dealing with sentiment analysis.
In previous years, N-grams were proposed to extract sentiments [18]. These approaches were
ineffective due to the dynamic nature of data. Many studies have been conducted in recent
years to integrate deep learning and machine learning approaches for effective sentiment cat-
egorisation.

In [19], the authors have developed a model using Conditional Random Field for part-of-
speech tagging on mixed script social media text which contained two or three languages,
among which English is one language and the others are Hindi, Bengali and Tamil.

Several types of multilingual and cross-lingual embeddings were employed in order to effi-
ciently transfer knowledge from monolingual text to code-mixed language for sentiment anal-
ysis of code-mixed text in. These embeddings have shown to improve the performance of sen-
timent analysis on code-mixed text. [20] presented the Sentiment Analysis of Code-Mixed Text
(SACMT) model, which consists of twin Bidirectional LSTM networks for sentiment analysis of
code-mixed text and address the problem by projecting the sentences onto a single sentiment
space using shared parameters. This method outperforms the state-of-the-art sentiment anal-
ysis methods on code-mixed data. For the sentiment analysis of Dravidian code-mixed dataset,
[21] presented meta embeddings with the transformer and GRU model. When sarcasm is em-
ployed in negative polarity remarks, the system is unable to determine the sentiment. [22, 23]
employed a hybrid model of bidirectional LSTM and CNN architectures which extracts charac-
ter features from each word. Crowdsourcing approaches were utilised in [24, 25] to manually
rate polarity in twitter posts. To classify a sentence into one of the sentiment classes, a par-
allel ensemble of two models - a traditional machine learning model and an end-to-end deep
learning model was employed in [26].

The authors of [27] provides a unique technique to detecting sentiment polarity in Twitter
messages by extracting a vector of weighted nodes from the WordNet graph which presents a
domain-independent non-supervised solution. An end-to-end Cross-lingual sentiment analy-
sis (CSLA) model that eliminates the requirement for unsupervised cross-lingual word embed-
dings (CLWE) by utilising unlabelled data in different languages and domains was introduced
by the authors of [28]. A significant element of [29] is the development of a new multimodal
opinion database labelled at the utterance level. In [30], a benchmark dataset, a comprehensive
corpus of around 12000 Bengali reviews, was introduced and the performance of supervised
machine learning (ML) classifiers was evaluated in a machine-translated English dataset and
compared to the source Bengali dataset. Several researchers bench marked multi-task learning
on auxiliary tasks on Dravidian languages [31].

A surge of information is created everyday as a result of world-wide internet usage, which
poses huge risks, because online texts with high toxicity can cause personal assaults, mental
health problems, online harassment, and bullying behaviours [32]. In [33] the authors inte-
grated the outcomes of three feature-based classifiers for identifying cyber hate speech on
Twitter and investigated the benefits of ensembles of different classifiers. The authors of [34]
investigated the challenge of hate speech identification in code-mixed texts and provided a
dataset of code-mixed Hindi-English tweets from Twitter. The authors of [35] suggested a ty-
pology that encapsulates the key similarities and distinctions across subtasks, and addressed



Figure 1: Class-wise distribution of the Training Set

the consequences for feature construction and data annotation, based on the previous work on
hate speech, cyberbullying, and online abuse.

3. Dataset and Task description

In this section, we describe the dataset provided by the organisers to the participants and the
task [36, 37, 10].

3.1. Dataset

The organisers of FIRE-2021 provided training and validation code-mixed data sets in Tamil-
English, Kannada-English and Malayalam-English [38, 39, 40]. The datasets consist of com-
ments collected from Youtube that are annotated with sentiment polarity. In the data sets,
there are three types of code-mixed sentences : Inter-Sentential Code-Mixing, Intra-Sentential
Code-Mixing and Tag switching. The training and validation data sets comprises of sentences
in five classes :

1. Positive state - The comment provides an explicit or implicit indication that the speaker
is in a positive state.

2. Negative state - The comment provides an explicit or implicit indication that the speaker
is in a negative state.

3. Mixed feelings - The comment provides an explicit or implicit indication that the speaker
is experiencing both positive and negative feeling.

4. Neutral state - The comment provides no explicit or implicit indication of the speaker’s
emotional state.

5. Not in intended language - Comment not in Tamil/Malayalam/Kannada.

The Tamil code-mix data set consists of 35,656 comments for the train set, 3,962 for the
validation set and 4,403 comments for testing the model. In the Kannada code-mix data set,



Figure 2: Class-wise distribution of the Validation Set

there are 6,212 comments for training, 6,91 for validating and 7,68 for testing the model. The
Malayalam code-mix data set comprises of 15,888 comments in training set, 1,766 comments
in validation set and 1,963 comments in test set.

3.2. Task description

The participants are required to produce labels indicating the sentiment polarity of a given
code-mixed comment. Each sentence should be classified into one of these labels : Positive,
Negative, Neutral, Mixed feelings, Not-in-intended language. At the beginning of the task, the
training and development data sets were already made available to the participants. Only the
comments from the test split were eventually made accessible to participants via Codalab. The
weighted-average F1 scores were considered for official ranking since the labels in the task
were not balanced.

Table 1
Examples of code-mixing sentences from the dataset

Text Language Class

Ithu yethu maathiri illama puthu maathiyaala irukku Tamil Positive
Pulikku pakaram patti odande vere mattam onnum ella. Malayalam Mixed feelings
ആദ്യ നൂറു േകാടി േവണ്ടവർ ... adei mwonoose like Malayalam Neutral
ರಂಗಿತರಂಗದ ಇತಿಹಾಸ ಮರುಕಳಿಸುವಂತಿದೆ! Kannnada Positive
Are bhai Yek dum phel diya Kannada Not-kannada

4. System Description

To determine the sentiment of a particular text, we employed pre-trained transformer models.
The models employed for the cause are MuRIL [41], mBERT [42], DistilmBERT [43] and XLM-
Roberta [44]. These models are then fine-tuned for this particular task. For all three languages,



the same models were utilised. After obtaining the probability scores from different models,
we soft vote [45] these scores to get our final result. Soft Voting computes the weighted sum
of all the probabilities for each class label and then forecasts the class label with the highest
likelihood. Each individual classifier in soft voting offers a probability value that a certain data
point belongs to a specified target class. The predictions are weighted by the significance of
the classifier and totaled. The target label with the highest sum of weighted probability then
receives the vote.

4.1. MuRIL

MuRIL [41] is an Indic language model that has been extensively trained and improved to
perform better in Indian languages. It supports around 17 languages, including English and
16 other Indian languages. MuRIL surpassed multilingual BERT on all benchmark data sets of
Indic languages. Masked Language Modeling (MLM) [46] and Translation Language Modeling
(TLM) are two approaches used in MuRIL’s pre-training phase. TLM makes use of parallel
translation data where it takes a sequence of parallel sentences from the translation data and
randomlymask tokens from the source as well as from the target sentence, hence establishing a
cross-lingual mapping among the tokens. MuRIL is the outcome of pre-training a BERT-based
Encoder model with MLM and TLM objectives. MuRIL was also pre-trained on PMINDIA and
Dakshina datasets. It comprises of 236M parameters.

4.2. XLM-Roberta

XLM-Roberta [44] is a variant of Roberta that is multilingual. The hybrid model XLM-Roberta
was trained on 2.5 TB of commoncrawl data and combines XLM and Roberta. It was trained
using the multilingual MLM loss on 100 different languages. XLM-R achieved state-of-the-
art results on multiple cross lingual benchmarks. xlm-roberta-base is fine-tuned for our senti-
ment analysis task, which contains 12-layers, 768-hidden-state, 8-heads and a parameter size
of 270M.

4.3. BERT

The Encoder of a Transformer is utilised in the design of Bidirectional Encoder Representation
from Transformers (BERT). During its pre-training phase, BERT is trained on the whole En-
glish Wikipedia and the Brown Corpus. It is trained with two language modelling objectives:
Masked Language Modeling (MLM), in which 15% of the tokens are randomly masked, and
Next Sentence Prediction (NSP), in which the model must predict whether the first sentence
precedes the second sentence or not. Here, we adopt a bert-base-multilingual-cased [47] model
trained on top of the largest Wikipedia corpus, which contains 104 languages. This model
consists of 12 layers, 12 Attention heads, and approximately 179M parameters.

4.4. DistilBERT

DistilBERT [48] is a modified version of BERTmodel. It uses triple loss languagemodelling that
combines cosine distance loss with knowledge distillation. In comparison to the MLM loss, the



two distillation losses in the triple loss have a significant impact on model performance. The
authors found it useful to include a cosine embedding loss, which tends to align the directions in
big model distillation. Knowledge distillation is a compression approach that involves training
a small model to mimic the behaviour of a bigger model. DistilBERT is not only 60% faster
than BERT, but it also includes 40% less parameters. In this case, we use a cased multilingual
distilbert model with 6 layers, 768 dimensions, and 12 Attention heads.
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Figure 3: System Architecture based on Transformers



4.5. Methodology

First, we preprocess the data by removing emojis and punctuation. The text is then tokenized
using the tokenizer of the corresponding language model, and all sequences are padded to
the same length. The sequence output is then retrieved and then sent up to two BiLSTM [49]
layers with units 200 and 100, respectively. The generated output values are concatenated after
being fed into a global average pooling layer and a global max pooling layer. To acquire the
probability scores, this is then fed into several Fully Connected layers, followed by a softmax
activation function as shown in Figure 3. Refer Table 2 for the parameters used in the models.

Parameters Values
Optimizer Adam
Dropout Rate 0.5
Batch Size 64
Max Length 200
Learning Rate 1e-3
Activation Function Softmax
Loss Function cross-entropy

Table 2
Parameters used for training the Models

5. Results and Analysis

Wehave fine-tuned various transformermodels, likeMuRIL, BERT, XLM-RoBERTa, DistilBERT.
We used the Tensorflow implementation of the models, provided by the Hugging-face library.
Based on the results released by the organisers, we have secured third position with an F1-
score of 0.626 on the Tamil test set. We received F1-scores of 0.609 and 0.708 on the Kannada
and Malayalam test sets, respectively. We anticipated the models would provide similar results
based on the soft-voting scores we obtained on the validation sets. In comparison to the Tamil
models, the Kannada and Malayalam models performed relatively poor on the Kannada and
Malayalam test sets, contrary to our expectations. The results of soft-voting technique on test
data sets is shown in table 3.

Language F1-score
Tamil 0.626
Malayalam 0.708
Kannada 0.609

Table 3
Weighted F1-scores of soft-voting method on test data sets

We submitted the results obtained through the soft-voting technique because it produced the
best results for the three Dravidian languages. We also submitted the scores of distilBERT for
Tamil and XLM-Roberta for Kannada and Malayalam. Soft-voting yielded F1-scores of 0.619,
0.752, and 0.648 for Tamil, Malayalam, and Kannada, respectively. Table 4 shows the weighted



average Precision, Recall, and F1-scores of the transformer models and soft-voting approach
evaluated on development data sets of the three Dravidian languages.

Among the transformer models, distilBERT performed better on the Tamil validation set
with an F1-score of 0.607, while XLM-Roberta performed better on theMalayalam and Kannada
validation sets with F1-scores of 0.721 and 0.621, respectively. MuRIL is the model which gave
rather poor performance on Tamil and Kannada data sets despite being specifically built for
Indian languages.

Table 4
Weighted F1-scores of the models on the data sets

Model Code-mixed data set

Malayalam Tamil Kannada

W(P) W(R) W(F1) W(P) W(R) W(F1) W(P) W(R) W(F1)

BERT 0.679 0.663 0.668 0.7461 0.585 0.608 0.619 0.608 0.608
XLM-R 0.720 0.725 0.721 0.590 0.613 0.596 0.634 0.618 0.621
DistilBERT 0.672 0.678 0.672 0.597 0.625 0.607 0.628 0.627 0.617
MuRIL 0.678 0.674 0.675 0.586 0.618 0.582 0.601 0.631 0.606
Soft-voting 0.751 0.757 0.752 0.613 0.649 0.619 0.656 0.656 0.648

When compared to the results of soft-voting technique on the Tamil test set and develop-
ment set, the F1-score improved from 0.619 to 0.626. We have also observed a decrease in the
performance of soft-voting in the Kannada and Malayalam languages. One of the causes is
the data sets discrepancy in class distribution. The majority of the texts fall into the positive
category, followed by the unknown state and negative categories. Our models performed well
in the majority class and poorly in the minority class. We also notice that the F1-score of the
Mixed Feeling class is quite low when compared to the non-Tamil class, despite the fact that
the number of sentences belonging to the former label is significantly higher than the latter in
the Tamil validation-set. Another anomaly we noticed is that the F1-Score of not-malayalam
label is the highest even though the data set has more samples belonging to the positive class
in Malayalam data set.

6. Conclusion

In this paper, we describe our work on sentiment analysis of Dravidian languages for Kannada,
Malayalam, and Tamil. We fine-tuned various pre-trained multilingual natural language mod-
els such as BERT, XLM-R, DistilBERT, and MuRIL to classify the sequence into one of these
5 classes: Positive, Negative, Neutral, Mixed-feelings, and Not-in-indented language. Over-
all, XLM-Roberta performed competently compared to other models. Soft Voting technique is
applied to the individual model’s probabilities, enhancing the overall performance. The prob-
lem of class imbalance had a serious impact on performance of the model in the low support
classes. The soft-voting technique achieved weighted-average F1 Scores of 0.626, 0.708 and



0.609 for Tamil, Malayalam, and Kannada respectively. In the future, we intend to apply class
weighting techniques and semi-supervised approaches to further improve our performance.
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