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Abstract
This paper summarises the participation at the "Profiling Irony and Stereotype Spreaders on Twitter"
shared task at PAN at CLEF 2022, and proposes a method which can detect irony and stereotype spreaders
automatically. We detect whether a user is a irony and stereotype spreader instead of detecting a single
content. In this paper, we use BERT embeddings and autogluon which can automates classic machine
learning methods to train a classifier.We upload the forecast results to TIRA[1] Platform. Using our
method, an accuracy of 94.3 % is achieved on the English training set. On the English test set, our system
achieved an accuracy result of 94.4 %.
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1. Introduction

With the development of the Internet, social media has become an important medium which
people use it to communicate. Information spreads widely and quickly on social media. How-
ever, with the popularity of social media, some problems have gradually emerged. Irony and
stereotype spreaders on Twitter is one of them.

With irony, language is employed in a figurative and subtle way to mean the opposite to what
is literally stated. In case of sarcasm, a more aggressive type of irony, the intent is to mock or
scorn a victim without excluding the possibility to hurt. Stereotypes are often used, especially
in discussions about controversial issues such as immigration or sexism and misogyny.

In this paper, we perform irony and stereotype spreaders identification from Twitter data[2],
provided by the organizers of PAN’22. At PAN’22[3], we focus on profiling ironic authors in
Twitter. Special emphasis will be given to those authors that employ irony to spread stereotypes,
for instance, towards women or the LGBT community. The goal will be to classify authors as
ironic or not depending on their number of tweets with ironic content.

In Section 2 we present some related work on profiling irony and stereotype spreaders. In
Section 3 we describe the method proposed. In Section 4 we present the experimental results
achieved. Finally, in Section 5, we present the conclusions and future work.
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2. Related Work

There are few researches on profiling irony and stereotype spreaders. But we can find many
researches on hate speech detection. Both of them have a lot in common. Though a lot of
sentences with irony don’t contain rude words, they can hurt people deeply. Irony is another
way to attack other people.

Detection of hate speech has been popular research in recent years. We can consider this
problem as a text classification task. Researchers usually extract different types of features
and exploit them in combination with the techniques of Machine Learning. There are various
kinds of classifiers used for this: Naive Bayes in combination with a Bag-of-Words approach[4];
Support Vector Machines, again applied on Bag-of-Words features[5]; Logistic Regression,
trained, for instance, on N-grams[6]. Besides these methods, Deep Learning techniques have
also been used in this problem. In many studies, we can find Deep Learning Models such as
Recurrent Neural Networks (RNN)[7] and Convolutional Neural Networks (CNN)[8].

These days, transformer[9] has been the most popular Deep Learning technique in tasks of
Natural Language Processing (NLP)[10]. Using transformer such as BERT[11], the researchers
have achieved good results in classification tasks such as profiling hate speech and fake news
detection.

In the 2021 PAN[12] shared task, Profiling Hate Speech Spreaders on Twitter[13], there was a
variety of methods used for classification, preprocessing, and feature selection, such as SVM[14],
LSTM[15], Naive Bayes, BERT and RoBERTa[16].

With reference to the above research contents about hate speech detection, we can apply
their methods to our experiments on profiling irony and stereotype spreaders.

3. Method

This section will introduce the datasets, data preprocessing and system for identifying irony
and stereotype spreaders.

3.1. Datasets

The datasets for this task are given in English. There are 420 authors in the train dataset and 180
authors in the test dataset. Half of all the authors in both sets were labeled with "I" indicating
that the author spreads irony and stereotype, while the other half in both sets was labeled with
"NI" to indicate that the author does not spread irony and stereotypes. Data is provided by the
organizers of PAN’22, which is collected on the Twitter. Each author has 200 unique tweet posts.
There are a total 12000 tweet posts in the dataset.

3.2. Preprocessing

Data preprocessing is used to remove noise. Links, user mentions, hashtags, and retweets were
removed. All punctuation and all numbers were removed. After that, we convert tweets to
lower case. Stop-words were retained. We set labels of authors as the label of their each tweet.



Table 1
Data after Preprocessing

Text Label

billion tshirt ngotta be some in the... I
The simple answer is usd just like... I
I honestly boggle at the very existence... I
Why would it ath means nothing... I

3.3. Training

We didn’t finetune the BERT model on the data. Instead of that, we used the BERT embeddings
from the BERT model. We used the embeddings extracted from the last hidden layer and the
last four hidden layers to extract features of the data. In that way, we can find which layer can
achieve a better result. After extracting tweets features, we average them to author features.
Then, we send author features to autogluon[17]. AutoGluon automates machine learning tasks
which can easily achieve strong predictive performance in applications. Using autogluon, we
can find the best model for the classification. For the training, we used a 5-fold cross-validation.

Figure 1: Irony and stereotype classification

4. Results

According to the requirements of PAN’22, we use accuracy as the evaluation. From Table 2, we
can get the results. For the training set, the accuracy is 94.3 % using embeddings from the last
hidden layer of BERT. We achieved a accuracy of 94.0 % by the last four hidden layers. For the
testing set, the result is 93.3 % and 94.4 %.



Table 2
Results

Embeddings Accuracy (Train Set) Accuracy (Test Set)

The last 94.3 % 93.3 %
The last four 94.0 % 94.4 %

5. Conclusion

The emergence of social networking sites has epoch-making significance for the whole Internet
industry. Because it brings the real world into the virtual network world, profoundly changes
the way where people interact, and greatly improves the efficiency of spreading information.
But the social media also triggers some adverse issues such as irony and stereotype spreading. In
this paper, we propose a method which can detect irony and stereotype spreaders automatically.
Instead of analyzing the single content, the aim is to detect users who tend to publish posts
that fall into the category of "irony and stereotype". We used BERT embeddings and autogluon
which can automate classic machine learning methods used to classify irony and stereotype
spreaders on Twitter. The accuracy we achieved is 94.2% on the training set and 94.4% on the
testing set.
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