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ABSTRACT
The FakeNews task in MediaEval2021 explores the challenge of
building accurate and high-performance algorithms. Despite the
dominance of deep learning approaches in fake news detection, in
this paper, we propose different approaches leveraging the advan-
tages of using pretrained BERT family transformers in extracting
word embedding. The result from experiments shows that averaging
ensemble methods using machine learning classifiers as estimators
can achieve up to 0.6478 Matthew Correlation Coefficient(MCC) in
the run submission’s test set.

1 INTRODUCTION
In the context of social media where information is no longer trust-
worthy, MediaEval2021 FakeNews: Corona Virus and Conspiracies
Multimedia Analysis call participants for solving problem misinfor-
mation disseminated in the context of the long-lasting COVID-19
crisis. The first subtask is about Text-Based Misinformation De-
tection, which is based on tweets on Twitter. The mission is to
classify tweets into categories like "promote/support", "discuss"
or "not related" regarding COVID-19 related fake news and con-
spiracy theories. In this paper, we follow the content-based new
detection approach. We experiment in both machine learning and
deep learning approaches and propose ensemble models of different
scikit-learn machine learning algorithms[8]. We also propose some
features that are exceptionally effective on these classifiers.

2 RELATEDWORK
Fake news detection and classification are no longer new problems;
nevertheless, more accurate and efficient models is needed every
year because the task is surprisingly challenging. Zhou et al [12],
divides fake news into four categories Knowledge-based, Style-based,
Propagation-based, Source-based and using Bag-Of-Word to obtain
the frequency of lexicons for classifying fake news. In general, there
are two different approaches to this problem: News Content-based
learning and Social Context-based learning. Our work is greatly
inspired by the previous attempt of Tuan et al.[9]
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3 APPROACH
3.1 Preprocess
We follow a conventional text preprocess pipeline. Additionally, we
also expand contractions; expand internet slang that are popular
among tweets; extract URLs domain; convert emojis and emoticons
to text. Finally, Ekphrasis[2] library segments words written with
no spaces and correct misspellings or typos. As for data augmen-
tation, we follow the augmentation method used by Tuan et al.[9]
in his work: EDA[10]. Our data consist of around 1500 sentences.
Therefore, according to the paper of Wei et al.[10], we decide to
use the following parameters for data augmentation: "–num_aug=8
–alpha_sr=0.05 –alpha_rd=0.1 –alpha_ri=0.1 –alpha_rs=0.1".

3.2 Features
Inspired by the work of Tuan et al[9], we decide to use the COVID-
Twitter-BERT-v2 pretrained model provided by Müller et al[7] for
extracting word embedding. The preprocessed data are fed into
BERT tokenizer’s[11] and "max_length" is set to 64, which is an
approximation for the mean of the tweets’ length. The output of
the tokenizer is then fed directly to the pretrained model to obtain
all the hidden states. We process the hidden states into 5 different
features, which inspired by Dharti’s article[4]: concatenate 4 last
hidden states (Concat), last hidden state (LHS), sum of 4 last hidden
states (Sum), mean of 4 last hidden states (Mean), and sentence em-
bedding (Sentence). All the mentioned features are self-explanatory,
except the "Sentence" feature, which is the mean of all 64 tokens of
the "LHS" feature.

3.3 Models
We use two models: a dense model and a dense model with a con-
volutional layer[1] as illustrated in Figure1 for the deep learning
approach. The dense model shares the same structure as the con-
volutional one, except it does not have the convolutional layer[1].
Moreover, the feature can be any feature as described above. For
machine learning, we try applying "Sentence", "LHS", and "Mean"
features on different classifiers provided by scikit-learn[8].

4 EXPERIMENTS
In the deep learning approach, we set the learning rate for both
densemodels to be 1e-04. The optimizer for bothmodels is AdamW[6].
The train test ratio is 8:2. Since the dataset is small, we try ap-
plying EDA[10] and evaluate using the same method as the non-
augmented attempt. The results for the two attempts are illustrated
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Figure 1: Architecture of Conv1d model

Figure 2: Deep learning: no augmentation

Figure 3: Deep learning: EDA

in Figure2 and Figure3, respectively.
As for the machine learning approach, the detailed result on the
test set as illustrated by table 1. Most of the classifiers obtain MCC
greater than 0.5, which is better than some deep learning models.
Some classifiers even have an MCC score of 0.63, which is as good
as the dense model using the augmented "LHS" feature. In the end,
this is the main reason why we decide to move from deep learning
approach to machine learning approach.
We perform a 5 fold stratified cross-validation to ensure the clas-
sifiers work well on new data. Table 2 shows the cross_val_score
using MCC as the metric. After the cross-validation process, some
classifiers still retain high MCC (E.g. SVC using the "Sentence" fea-
ture). According to this cross-validation result, we decide to choose
SVC, Logistic Regression using the "Sentence" feature, and classi-
fiers that have an MCC greater than 0.5 using the "Mean" feature as
potential classifiers for later BayesSearchCV[5] fine-tuning. Finally,
all fine-tuned classifiers are estimators for the voting classifiers for
better generalization. We use both soft and hard voting ensemble
methods.

5 RESULTS AND ANALYSIS
All the results have MCC greater than 0.6 as illustrated by table
3. The stand-alone SVC classifier in run 5 is the best classifier in

Table 1: Machine learning: MCC metric on test set

Classifier Sentence LHS Mean
Perceptron 0.5645 0.6014 0.6096
SGDHinge 0.5516 0.6252 0.6305
SGDLog 0.5458 0.5899 0.6305
SGDModified_huber 0.5719 0.6125 0.5849
SGDSquared_hinge 0.5115 0.6068 0.5747
SGDPerceptron 0.5661 0.6054 0.5894
LogisticRegression 0.5502 0.6058 0.5946
SVC 0.6279 0.483 0.4739
LinearSVC 0.5251 0.6012 0.6127

Table 2: Machine learning: MCC cross_val_score of some
efficient classifiers and features

Classifier Sentence LHS Mean
Perceptron 0.5114 0.4735 0.4926
SGDHinge 0.4875 0.4659 0.4898
SGDLog 0.5127 0.4823 0.5106
SGDModified_huber 0.4888 0.4831 0.5161
SGDSquared_hinge 0.5045 0.4699 0.4889
SGDPerceptron 0.4868 0.4645 0.479
LogisticRegression 0.5141 0.4936 0.5167
SVC 0.5822 0.4008 0.3939
LinearSVC 0.4775 0.4938 0.504

Table 3: Run submission results

Run ID Classifier MCC
1 Soft voting “Mean” 0.6145
2 Hard voting “Mean” 0.6282
3 Soft voting “Sentence” 0.6016
4 Hard voting “Sentence” 0.6154
5 SVC “Sentence” 0.6478

term of performance; however, we recommend using the ensemble
classifiers for better generalization. Classifiers using "Sentence"
feature obtain competitive result in comparison with classifiers
using "Mean" feature.

6 CONCLUSION
We propose using different features derived from BERT’s[3] hidden
states for training lightweight and high performance machine learn-
ing classifiers in this text classification task. Our approach achieves
an average score over 0.6 MCC in the run submission without using
any augmentation or extra information. In future works, we will
thoroughly experiment on more deep learning models.
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