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Abstract
In this paper, we describe the methods used to submit our results to the Rest-Mex Sentiment Analysis of
the Iberian Languages Evaluation Forum 2022. The addressed challenge proposes a sentiment analysis
task of Spanish opinions, categorizing each message into five emotions, and an attraction prediction
subtask divided into three categories. Accordingly, our contribution is a hybrid method based on the
Estimation of Distribution Algorithms for fine-tuning an mT5-based transformer. For this, we propose the
design and development of a deep learning model using the encoder part of the pre-trained mT5-based
transformer. The proposed model is trained by dividing the process into two stages using AdamW and
the Covariance Matrix Adaptation Evolution Strategy. With this approach, 0.3050 of Mean Absolute
Error was obtained for the polarity detection subtask and 0.9781 of Macro F-measure for the attraction
prediction subtask, reaching the 10th place out of the 24 teams in competition.
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1. Introduction

The tourism sector has benefited from recent research in the area of Natural Language Processing
(NLP). Some platforms on the web, such as TripAdvisor, allow tourists to write opinion about
places and tourist attractions they visit. The collected opinions become a source of data that
helps to identify problems based on analysis of semantic aspects of the content of the opinions
given by visitors [1]. A priori, the opinion review can provide the visitor an idea about the
services offered in the place, their comfort, and whether they have exceeded the customers’
expectations. In this way, tourism service destinations use this information to improve customer
services since it is known that the opinions given about a place influence the future selection of
the destination to visit [2, 1].
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Sentiment analysis is a specific task within NLP [3]. This task seeks to categorize a text
or comment into positive or negative for binary classification [4], or it can be extended to
multi-class problems using a numerical scale ranging from 1 to N, being 1 very negative and N
very positive [5]. In this way, the sentiment analysis task can be understood in practice as a
text classification problem [6].

Recent research has improved deep learning architectures based on seq2seq models by
introducing self-attention mechanisms with transformers, allowing to contextualize each word
of a text with other words [7]. A relevant aspect of these architectures is their versatility to
adapt to different NLP challenges like text classification, with which additional neural networks
on top can be added to the architecture, and fine-tuning the model for learning downstream
task-specific knowledge [8, 9, 10, 11]. However, basic approaches for training these deep
learning architectures are methods based on partial derivates of the objective function, such
as Stochastic Gradient Descent (SGD) [12] and Adam [13]. These methods have theoretical-
practical limitations that are evident in their probability of convergence to local minimums,
which results in a significant effect on the model generalization [14].

Some approaches followed in the literature seek to improve the results using regularization of
the loss function, such as L2 regularization [15] and weight decay regularization [16]. Different
results reported in [17, 18, 19] show the effectiveness of applying SGD for image processing
tasks with such regularization. However, for Adam, it has not had good results to apply this
regularization, for it has been proposed in [16] a modification that decouples the optimal
choice of weight decay (AdamW) factor from the setting of the learning rate. However, the
regularization focuses on improving the model generalization, reducing its complexity by
penalizing high values of its weights.

Continuous and discrete optimization has been addressed via meta-heuristic algorithms in
NLP [20, 21, 22]. In [20], Genetic Programming (GP) is used to obtain an optimal multi-task
topology in feed-forward neural networks for text classification and the Seq2Seq model for
conversational systems. In [21], Particle Swarm Optimization (PSO), Artificial Bee Colony
(ABC), Ant Colony Optimization (ACO), and Firefly Algorithm (FA) are introduced for feature
selection from documents represented by Latent Semantic Analysis (LSA), and general machine
learning approaches are subsequently used. Swarm intelligence and Genetic Algorithms (GA)
have allowed optimizing the initial weight matrix in Long Short-Term Memory (LSTM) neural
network for text classification [22]. However, these evolutionary algorithms employ general
search operators that do not consider relationships between the variables of the optimization
problem. In this respect, Estimation of Distribution Algorithms (EDA) modify the search
operator through a probabilistic model that can learn these dependency relationships, thus
contributing to the exploitation of local information [23]. In contrast to GA, they do not require
the classical crossover and mutation operators [24].

Fine-tuning transformers for text categorization is a problem of high dimensionality which
requires a large number of parameters to be optimized [25]. As consequence, this leads to a
high computational cost of the training process, so some population meta-heuristics are limited
to obtaining good results with a reasonable population size. Based on this, our contribution
is a new hybrid method that combines AdamW [16] with Covariance Matrix Adaptation-
Evolution Strategy (CMA-ES) [26] for fine-tuning an mT5-based transformer [27] in polarity
prediction and attraction prediction tasks. CMA-ES is a type of EDA that takes advantage of the



eigenvalue decomposition property of the covariance matrix as a search operator for continuous
optimization on non-convex problems.

In the next, we present the design of an mT5-based transformer model for text classification
and introduce a hybrid method for fine-tuning this model that combines AdamW and CMA-ES.
We use the dataset released for the Rest-Mex 2022 [28], where the polarity and attraction
predictions are included in the same dataset. We discuss the comparison between the different
approaches used in the solution considering the metrics: Accuracy, Macro F-measure, and Mean
Absolute Error. Finally, some conclusions and recommendations are given.

2. Computational methodology

Giving an input text sequence 𝑥, the classification model can be considered as a function, i.e.
𝑓(𝑥) = 𝐶 for measuring the conditional probability distributions over all possible labels in
the pre-defined category set 𝐶 = {𝑐1, 𝑐2, 𝑐3, ..., 𝑐𝐿}. Text classification works in a instance of
space 𝒳 where each instance is an input text sequence 𝑥. Hence, let 𝑋 = {𝑥1, 𝑥2, 𝑥3, ..., 𝑥𝑁}
be the training set, an each input text sequence 𝑥𝑖 = {𝑡1, 𝑡2, 𝑡3, ..., 𝑡𝑃 }, represents a sequence
of tokens. 𝑌 = {𝑦1, 𝑦2, 𝑦3, ..., 𝑦𝑁} the set of categories in which each document 𝑥𝑖 is classified,
each 𝑦𝑖 ∈ 𝐶 .

The model will be trained for the set of parameters 𝜃 ∈ IR𝑞 minimizing the cross-entropy
loss in the Equation 1a:

𝜃 =𝜃∈IR𝑞 𝐹 (𝜃,𝑋) (1a)

𝐹 (𝜃,𝑋) = −
𝑁∑︁
𝑖=1

𝐿∑︁
𝑐=1

ϒ𝑥𝑖|𝑐 log(𝑃𝑥𝑖|𝑐(𝜃)) (1b)

ϒ𝑥𝑖|𝑐 =

{︃
1 𝑖𝑓 𝑦𝑖 = 𝑐

0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
(1c)

Where 𝑃𝑥𝑖|𝑐(𝜃) is the predicted conditional probability of 𝑥𝑖 giving class 𝑐.

2.1. Model description

In this section, we propose an mT5-based transformer model for text classification, shown
in Figure 1 that receives an input token sequence. For mT5 model, an input sequence can be
represented in two ways by using special tokens, such as a single sequence 𝑥1 </s> or a pair
of sequences 𝑥1 </s> 𝑥2 </s>. The special token </s> indicates the end of the sequence. As
mT5 is a massive multilingual T5 (Text-to-Text Transfer Transformer) [27] model, it can be used
for multiple tasks in NLP, which leads to the input sequence being specified as a task prefix. For
the problem addressed, we will use the prefix “multilabel classification:”. An example of input
is formatted as: {𝑚𝑢𝑙𝑡𝑖𝑙𝑎𝑏𝑒𝑙, 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛, :} 𝑥 </s>. mT5 model is an encoder-decoder
architecture, in our proposal, we will use the encoder part of the architecture, whose output is
the input to a fully-connected head on top.

The encoder part converts the input sequence to a sequence of hidden states as text repre-
sentation. This part consists of a stack of blocks formed by a self-attention layer followed by a
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Figure 1: MT5 encoder model overview with additional fully-connected head

small feed-forward network [27, 29]. Only using the encoder part, the complexity of the model
is reduced to less than half of the parameters compared to using both encoder and decoder
parts.

In our design, we add a head formed by a dense layer of 64 neurons and the output layer
whose neurons correspond to the number of classification labels. The first dense layer receives
a vector of size 512 that represents the last hidden state ℎ𝑙𝑎𝑠𝑡, both layers have as activation
function the hyperbolic tangent (tanh), and dropout is applied to both at the output. Finally, the
softmax function is applied to the output of the last layer.

The output on the fully-connected head is a simple softmax classifier on top of the mT5
encoder. Let 𝜃 be the set of trainable parameters of the model, the fully-connected head turns the
vector ℎ𝑙𝑎𝑠𝑡 from input sequence 𝑥𝑖 into the conditional probability distributions 𝑃 (𝑐𝑙|ℎ𝑙𝑎𝑠𝑡, 𝜃)
over all categorical labels 𝐶 as follow:

𝑃 (𝑐𝑙|ℎ𝑙𝑎𝑠𝑡, 𝜃) = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(tanh(tanh(ℎ𝑙𝑎𝑠𝑡𝜃
𝑇
1 )𝜃

𝑇
2 )) =

𝑒𝑥𝑝(𝑃 (𝑐𝑙|ℎ𝑙𝑎𝑠𝑡, 𝜃))∑︀𝐿
𝑐=1 𝑒𝑥𝑝(𝑃 (𝑐𝑙|ℎ𝑙𝑎𝑠𝑡, 𝜃))

(2)

Where 𝜃1 ∈ IR𝐾×|ℎ𝑙𝑎𝑠𝑡| and 𝜃2 ∈ IR𝐿×𝐾 are the trainable parameters of the first dense layer
and second dense layer. 𝐾 is amount of neurons of the first dense layer, both 𝜃1 and 𝜃2 are
subset of 𝜃 such that 𝜃1 ∪ 𝜃2 = 𝜃 ∖ {𝜃𝑚𝑡5} being 𝜃𝑚𝑡5 trainable parameters of mT5 encoder.

Hence, the final prediction of the model 𝑦 giving input 𝑥 is taken with the maximum label
value of the conditional probability distributions:

𝑦𝑥 = 𝑃 (𝑐𝑙|ℎ𝑙𝑎𝑠𝑡, 𝜃) (3)

Algorithm .1 describes how to use a hybrid EDA-based method for fine-tuning our custom
mT5-based transformer model. The algorithm receives as input the set of training patterns 𝑋



and the set of categories 𝑌 of each input. We proposed a combination of the training process
in two stages. First, we train the mT5 encoder body via the AdamW method, and after we
train the fully-connected head via EDA optimization. In this, an individual represents the set
of parameters in 𝜃2, and the fitness function is evaluated for 𝜃 that represents all trainable
parameters in the mT5-based transformer model. The fitness function is computed for all
trainable parameters in the model as we show in Equation 1a.

An individual 𝜃2 = (𝑢1, 𝑢2, 𝑢3, ..., 𝑢𝛾) is a configuration that corresponds to a distribution
𝑝(𝜃2) = [𝑃0 = 𝑢1, 𝑃1 = 𝑢2, 𝑃3 = 𝑢3, ..., 𝑃𝛾 = 𝑢𝛾 ]. Optimization problem consists to find a
minimum configuration 𝜃2 where 𝐹 (.) : IR𝑞 → IR.

Algorithm .1: General approach for fine-tuning mT5-based transformer via
EDA

1: Require: Set of training pattern 𝑋 = (𝑥1, 𝑥2, 𝑥3, ..., 𝑥𝑁 ).
2: Require: Fitness function 𝐹 (𝜃,𝑋).

\* STAGE 1: Learning parameters of the mT5 encoder by AdamW method. *\
3: while Criterion not fulfilled do
4: for 𝑏𝑎𝑡𝑐ℎ 𝑖𝑛 𝑋 do
5: Forward pass in 𝑏𝑎𝑡𝑐ℎ to get output 𝑦.
6: Backforward propagation to compute gradients.
7: Update parameters 𝜃 with computed gradients.
8: end for
9: end while

\* STAGE 2: Learning fully-connected head by EDA optimization. *\
10: Initialize 𝑔 ← 1.
11: Keep parameters for mT5 encoder 𝜃𝑚𝑡5 and 𝜃1.
12: Generate initial population 𝑍 = {𝜃2,1, 𝜃2,2, 𝜃2,3, ..., 𝜃2,Λ}.
13: while Criterion not fulfilled do
14: for 𝜃2,𝜆 ∈ 𝐼 do
15: Evaluate the fitness function 𝐹 (𝜃𝑚𝑡5 ∪ 𝜃1 ∪ 𝜃2,𝜆, 𝑋)
16: end for
17: Select an intermediate set 𝐶𝑆 from𝑀 individuals.
18: Estimate distribution from 𝐶𝑆 through 𝑝𝐶𝑆 = 𝑝(𝜃2, 𝑔).
19: Generate new individuals from 𝑝(𝜃2, 𝑔 + 1) ≈ 𝑝𝐶𝑆(𝜃2, 𝑔).
20: 𝑔 = 𝑔 + 1.
21: end while
22: return Best individual 𝜃*2 in the population.

In fully-connected head optimization, the most important step is the estimation of the
distribution 𝑝𝐶𝑆 for generating new individuals. In our proposal, covariance matrix 𝐶𝑜𝑣 ∈ IR𝛾

is initialized in identity matrix 𝐶𝑜𝑣 = 𝐼 , this matrix is symmetric and positive definite. We fix
the initial centroid Ω ∈ IR𝛾 and the initial step-size 𝜎 ∈ IR that corresponds to initial variance.
Initial Ω is the estimation of the location of the optimum for each parameter in an individual
and indicates where to start the evolution. For estimating distribution we sort the individuals
by increasing fitness function 𝐹1 < 𝐹2 < 𝐹3 < ...𝐹Λ and select 𝑀 best individuals in 𝐶𝑆. For
each generation, we obtain new individuals following Equation 4:



𝜃
(𝑔+1)
2,𝜆 = Ω(𝑔) + 𝜎(𝑔)𝒩 (0, 𝐶𝑜𝑣(𝑔)) (4)

The matrix 𝐶𝑜𝑣 has an orthonormal basis of eigenvectors defined as 𝐵 as results of eigenvalue
decomposition of 𝐶𝑜𝑣 = 𝐵𝐷2𝐵𝑇 , being 𝐵 an orthogonal matrix, where 𝐵𝑇𝐵 = 𝐵𝐵𝑇 = 𝐼 .
𝐷2 = 𝑑𝑖𝑎𝑔(𝑑21, ..., 𝑑

2
𝛾) is a diagonal matrix with eigenvalues of 𝐶𝑜𝑣 as diagonal elements.

Hence, 𝐷 = 𝑑𝑖𝑎𝑔(𝑑1, ..., 𝑑𝛾) is a diagonal matrix with square roots of eigenvalues of 𝐷 as
diagonal elements [26].

Using previous eigenvalue decomposition of𝐶𝑜𝑣,𝒩 (0, 𝐶𝑜𝑣(𝑔)) can be computed as following
Equation 5:

𝒩 (0, 𝐶𝑜𝑣(𝑔)) = 𝐵𝐷𝒩 (0, 𝐼) (5)

Where𝒩 (0, 𝐼) represents a standard normally distributed vector which are realizations from
a multivariate normal distribution with zero mean and identity covariance matrix. Selection
and recombination is an important step in the evolution strategy to adjust of initial centroid Ω,
taking into account initial weights for each point of distribution. Moreover, 𝜎 is considered an
step-size and we perform its control using property of matrix decomposition 𝐶𝑜𝑣 and initial
evolution path 𝑝 ∈ 𝐼𝑅𝛾 . Finally, we perform the covariance matrix adaptation step as described
in [26].

2.2. Dataset

The dataset used was provided by the contest organizers. This collection was obtained from
the tourists who shared their opinion on TripAdvisor, between 2002 and 2021, in the most
representative places of Mexico. Each opinion’s class is an integer between [1, 5], where 1
represents the most negative polarity, and 5 is the most positive. Respect to the previous contest
in Rest-Mex 2021 [30], also includes another challenge, which is the type prediction (Attraction).
This is another subtask where the examples are classified into three classes: Attractive, Hotel,
and Restaurant.

The dataset collects raw texts in the Spanish language and was divided by the event organizers
themselves into 70% for training and 30% for testing. Other fields are included to accompany
the opinions, so its initial format is structured in the following fields:

• Title: The title that the tourist himself gave to his opinion. Data type: Text
• Opinion: The opinion issued by the tourist. Data type: Text
• Polarity: The label that represents the polarity of the opinion. Data type: [1, 2, 3, 4, 5]
• Attraction: The label of the type of place of which the opinion is being issued. Data

type: [Hotel, Restaurant, Attractive]

The complete dataset contains a total of 30 212 examples. Figure 2 illustrates the distribution
of examples per label for both the polarity prediction and attraction prediction subtasks for the
training set. It can be noted that for both subtasks the dataset is unbalanced.
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Figure 2: Distribution of examples per label for the polarity and attraction prediction

3. Results and discussion

This section describes the experimental setup and results of the proposed method for mt5-based
transformer optimization. As a gradient-based method, we use AdamW as an optimizer. We
compare the results with AdamW regarding the combination of our algorithm as a hybrid
proposal: AdamW+CMA-ES. We specify network-related hyper-parameters taking into account
the training algorithm. However, we do not deal with model selection.

Our model is implemented with Pytorch, it is available online at the link https:
//github.com/ogtoledano/Rest_mex_DL_EDA. For performing the EDA algorithm we use the
Deap library as an evolutionary computation framework that includes implementations of meta-
heuristic algorithms. We run the experiments in Google COLAB using a GPU environment.

To perform the experimental analysis, we take 10% of the dataset as the validation set. In the
pre-processing phase, we concatenate the Title field of the opinion and the Opinion into a
single text using a colon. The resulting text was prefixed with the task prefix as indicated in
section 2.1. After we removed Spanish stop-words, tokenize the text, and the text size is set to
200 tokens using zero as the padding value. The tokenization process was performed using the
pre-trained tokenizer T5Tokenizer. The pre-trained tokenizer is part of the mT5 model and is
available at: https://huggingface.co/google/mt5-small.

For training the proposed model with AdamW, we train with 3 epochs as maximum and 8
opinions as batch size. Learning rate (𝛼), weight decay(𝑤𝑑) and dropout (𝑑𝑝) were considered
as hyperparameters for both subtask, taking the following values: 𝛼 = 6𝑒 − 5, 𝑤𝑑 = 0.01,
and 𝑑𝑝 = 0.1. After, we apply the CMA-ES for learning parameters on the last layer in the
fully-connected head making the second stage of the proposed method and comparing the
results. To perform the second stage by EDA optimization, we set the initial step-size 𝜎 = 0.95
and the mean of the initial distribution vector Ω = 0.05 for each parameter. For polarity
prediction, we use 20 individuals and 25 generations, and for attraction prediction, we use 25
individuals and 15 generations.

Table 1 shows the results of the model with different learning approaches. This table shows
the columns of Accuracy (Acc), Mean Absolute Error (MAE), Macro F-measure (F), and Recall.
Acc, F, and MAE were used as evaluation measures since it is the measure that the organizers

https://github.com/ogtoledano/Rest_mex_DL_EDA
https://github.com/ogtoledano/Rest_mex_DL_EDA
https://huggingface.co/google/mt5-small


take as official. It can be appreciated how a determined previous result with AdamW produces
with the proposed method better results with the final trained mT5 model. The best result for
each metric is marked in bold typeface.

Polarity prediction
Algorithm Acc MAE F Recall
AdamW 75,6743 0,2787 0,7487 0,7567

AdamW+CMA-ES 75,9722 0,2820 0,7403 0,7597
Attraction prediction

Algorithm Acc MAE F Recall
AdamW 97,6336 0,0253 0,9764 0,9763

AdamW+CMA-ES 97,8984 0,0222 0,9784 0,9790

Table 1
Validation set results in polarity and attraction prediction

Figure 3 shows the confusion matrix of the results for each subtask using AdamW as an
optimizer in the validation set. The color map represents the cell values on a percentage scale
concerning the number of examples per label, the same percentage scale is applied in the
Figure 4. It can be seen that despite the unbalance in the dataset for each subtask, the model
manages to correctly classify instances for all labels. It is worth noting that in the attraction
prediction subtask only 133 instances were incorrectly classified.
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Figure 3: Confusion matrix for AdamW in polarity and attraction prediction

Figure 4 shows the confusion matrix of the results for each subtask using our approach
AdamW+CMA-ES in the validation set. In the polarity prediction subtask, better results can
be observed in labels 1, 3, and 5, which contributed to better values in the accuracy and recall
metrics. For the attraction prediction subtask, only 127 examples were classified incorrectly
contributing to better results in all reported metrics.

Table 2 shows the final results in the test set sent by the event organizers. In the general
ranking of teams, we reached 10th and 11th places out of a total of 24 teams. For the final result
of the challenge, we used the metric proposed by the organizers in Equation 6, which is the
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Figure 4: Confusion matrix for AdamW+CMA-ES in polarity and attraction prediction

Polarity prediction
Algorithm Acc MAE F Recall
AdamW 73,6858 0,3053 0,4468 0,5438

AdamW+CMA-ES 74,5284 0,3050 0,4500 0,5115
Attraction prediction

Algorithm Accuracy MAE F Recall
AdamW 97,4412 - 0,9723 0,9681

AdamW+CMA-ES 97,9051 - 0,9781 0,9775

Table 2
Test set results in polarity and attraction prediction

average of the inverse of MAE of polarity prediction and the F of attraction prediction. For
AdamW+CMA-ES it is 0,8722 and for AdamW it is 0,8692.

𝑆𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡𝑡𝑎𝑠𝑘 =

1
1+𝑀𝐴𝐸𝑝𝑜𝑙𝑎𝑟𝑖𝑡𝑦

+ 𝐹𝑎𝑡𝑡𝑟𝑎𝑐𝑡𝑖𝑜𝑛

2
(6)

Although population meta-heuristics have a higher computational cost compared to gradient-
based methods for training the neural network, they have a higher probability of giving a
solution close to the global optimum and can escape local extremes [31, 32]. We apply this
advantage in a specific part of our proposed architecture based on the mT5 encoder. The
last dense layer optimization of the fully-connected head, using the proposed meta-heuristics,
enables the interpretation of the extracted features from the mT5 encoder in terms of a predictive
output. Experimental results indicate the influence of learning parameters distribution in this
part of the model through the CMA-ES, to find parameters close to the global optimum and obtain
a model with greater generalization capacity. Considering our mT5 encoder design in Figure 1,
the amount of network parameters for a five-class classification problem (polarity prediction) is
146 973 765, with only 325 parameters for the last dense layer of the fully-connected head. This
takes advantage of what the network learned in the first stage, and with the last hidden state



produced by the mT5 encoder, refines the weights of the last layer in the fully-connected head
which is a simpler network part.

4. Conclusions and Further Work

In this paper, we present a hybrid gradient-based method and CMA-ES together for fine-tuning
the mT5-based transformer in text classification. The use of AdamW as an optimizer in the
first phase takes advantage of the speed of these methods for learning parameters of the mT5
encoder, something that would not be appropriate to apply through population meta-heuristics
due to the high parameterization of this type of deep learning model. The application of EDA in
the training of a part of the mT5-based transformer model, with fewer parameters, improves the
results and maintains good performance on the unbalanced dataset by learning the distribution
of each parameter in the last dense layer of the head. Further study should be conducted to
make an analysis of dependencies between neural network parameters and their impact in
comparison with other methods that do not assume these dependencies.
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