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Abstract

Concept, algorithm and scheme of information space formation is considered in this paper.
This algorithm involves the use of an information system, which is actually a software basis
for maintaining the information space. Identification of the input object in the information
space allows us to identify it univocally according to the relevant features. For this, an
identification method based on consecutive analysis of the object's characteristics is used.
Classification of the information objects in view to add them to the information space on basis
of multidimensional discriminant analysis is considered. Efficiency analysis of the input
objects search in information space is perform.
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1. Introduction

Unified information space can be considered as the information model of a complex subject area. It
includes the information objects, the links between them, the space environment and the processes for
the creation the unified information space [1—4]. Unified information space is form as result of
processing information about an object, received from various sources [5-9].

The contradiction arises between the heterogeneous nature of sensors for collecting features of
objects and the requirement for unified data presentation [10, 11]. In this case, the same object, the
parameters of which obtained from different sensors, should be identified uniquely anyway [12, 13].

An information object is a formal description of some object by its main parameters. It describes as
a tuple of parameters of the object, and all values of parameters are determined by characteristics of
real object. The information about objects in the unified information space changes in dynamic way [1,
14, 15]. The design of the unified information space allows us to provide a unified description of
information objects for all users, and the all users will receive the same information object in the same
way. This feature is the key factor for the unified information space [2, 16, 17].

The unified information space allows us to give the access to the common information without the
limits for place and time. The computer system is form as the basis for unified information space and it
performs the following main functions: transformation of information about objects and formation of
unified in-formation space; to provide users with information about objects.

The creation of an information space is intended to provide access to some common information
without the space and time limits. The basis of the information space is a set of computer systems, local
networks, open networks (Internet), software (operating system, applications, databases, mail services,
etc.). Also, the creation the information space is based on the mechanisms that combine the different
information systems to each other.
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The main purpose of the information space is to unambiguously compare each input object to the
respective information object in information space [18—21]. The identification of the input object in the
information space allow us to uniquely identify it by the appropriate parameters. The identification
method, based on a consecutive analysis of the parameters of the input object, can be used for this
purpose [22-24].

Identification of the information object is performed by the external or internal parameters, taking
into account the interaction of the information object in the information space. To do this, each
information object is assigned a set of parameters that, to some extent, characterize the object, i.e. form
the image of the information object. Similarly, an information request to input object is formulated as
brief description [25-27].

Due to this, the procedure of the input object identification is just a simple comparison of its
parameters with a certain image of the query [28-30]. In the case when the parameters of the input
object in the necessary and sufficient way match the parameters of initial object, we may consider that
the input object has been identified successfully.

2. Algorithm for the information space forming
We present an algorithm for the information space design that based on the information system

(Fig. 1):
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Figure 1: Algorithm for the information space formation

1. Information system is a distributed system that performs the conversion of information from
various sources and usually it comes in different formats, into a single set of information object’s
parameters, by which users of information space can uniquely identify the input object.

2. The user's entry point into the information system is created. There may be many such entry
points.
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3. A single hardware space formed for the user regardless of the certain entry point. That is, to
process the information request of any user, the same hardware is used.

4. The software tools are available to the user from anywhere.

5. Each user has an account, which contains the software tools that are often used by him, as well as
his actions, including in relation to specific services.

6. User accounts are stored remotely and user may access them from the different login points.

7. The user enter into the information space via entry point, and there is performed the adjusting of
his environment, i.e. the services that he often used are fixed, and his actions in for the specific services
are analyzed.

8. As aresult, the information system is present to the user as a single space, regardless of the current

entry point.
Figure 2 shows the general scheme of the information space formation.
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Figure 2: The general scheme of information space formation

The data collection in the information space and its formation is presented in the form of a graph,
which reflects an integrated model of the information space, where the nodes of the graph correspond
to the information objects, and arcs are the relationship between these objects.

Formally, such a model is described as:

IS =<10,P,R,C >, (1)
where 10 is the set of information objects; P is the set of parameters of information objects; R is the set
of connections types; C is mapping that specifies a certain relationship from set of relationships between
the information objects.

We define the set of connections types as the union of the set of connections between information
objects and the set of connections between the parameters of information objects:

R =R, U R,, )

where R, is the set of connections between information objects; R, is the set of connections between
the parameters of information objects.
In turn, the single information space is a union of information spaces:
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m
UIS = U IS, (3)
i=1

where m is the number of information spaces.

Moreover, each single information space is presented as a graph:

UIS =< IS(10,P,R,C),R,C >, (4)
where IS is the set of information spaces; R is the set of connections types, which is similar to expression
(2) are the union of a set of connections between information objects of information spaces R; and the
set of relationships between the parameters of information objects of information spaces R, i.e. R =
R; UR; ; C is mapping that specifies a certain relationship of set of types between set of the information
spaces IS.

For each input object 0; = (i = 1,m), that enters the inputs of the information space and
information object 10;(j = 1,_k), which already are in the information space, the set of parameters P; ;
is determined. In case when P; ; = P; N P; does not completely match the set of parameters O; and 10,
such an input object O; is considered new and is added to the information space IS.

Otherwise in case when P; ; = P; N P; matches the set of parameters O; and [0}, such an input object
0; is considered identified and is not added to the information space IS.

Also, the links C; between the new information object and the existing information objects of the
information space IS are added. An important goal of the information space design is to transform the
input information in the certain way when each information object in the information space will be
present unambiguously.

The parameters of information objects in the information space should be defined in unified format
and their number must be the same. The users of the information space should also perceive information
objects unambiguously. Usually, the input data in the information space has heterogeneous nature. The
goal of the internal mechanisms of the computer system is to transform the heterogeneous information
coming in different formats and from different sources into a single set of parameters of information
objects, by which the users of information space can uniquely identify the input object.

3. Classification of information objects in the information space

We use the multidimensional discriminant analysis to classify information objects in order to add
them to the information space. To do this, for each information space we built a discriminant function
in the following form:

dls, = all + arpl, + -+ anpl, (5)
where d,jsh is the value of the discriminant function for j-th information object in h-th information
space; péh are the parameters j-th information object that are significant (have a value other than
NONE) for h-th information space, g = 1,_n; a(’} is the free coefficient of discriminant function, which
corresponds to h-th information space, h = ﬁ; ag are the coefficients of the discriminant function,
which correspond to the significant parameters of each information space, g = 1,n.

Then, for each information object 10;(j = 1,_k) in each information space ISy (h = Tl) , We
calculate the value of the discriminant function d,jsh.

Then, based on a set of values d{sh for each information space, we calculate the main statistical
characteristics of the obtained values of discriminant functions: expected value M (d ISh) and dispersion

D(d ISh)' These characteristics make it possible to determine the affiliation of a new information object
to a particular information space.

For each input object 0;, which should be added as a new information object 10,,,,, the values of
discriminant functions are calculated dJ5’" and are compared with the obtained statistical characteristics

for each information space. New information object 10,,,, will be added to the information space in
case when its characteristics meet the following condition:
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M(d;s,) — D(d;s,) < dig¥ < M(dys,) + D(d;s,,)- (6)
The implementation of the above discriminant analysis allow us determine the certain information
space to which the new input information object should correspond.

4. Simulation of identification process for input objects in the information
space

Let us analyze the effectiveness of the input objects search in the information space. We created an
information space of 20,000 information objects for the experiments. The part of the missing parameters
in the information objects (NONE) was set at the level 6%. After that, the information space was
reconstructed by excluding of the duplicate information objects. We performs 100 experiments with
certain probabilities (5, 10, 15, 20, and 25%, respectively), which reflects the fact that the parameter
would not be read by sensors (NULL).

Let us consider the case when every of the 20,000 information objects is described by 7 parameters.
Table 1 shows a fragment of 10 information objects (10, — [04) of the information space (IS).

Table 1
A fragment of the is information space of 10 information objects
Parameters
10
pp | p2 | 3 | pa | ps P6 P7
101 2+0.2 2+0.7 310.4 610.4 710.6 10+0.6 11+0.4
102 210.2 610.7 NONE 610.9 9+0.8 9+0.7 NONE
103 210.3 510.4 410.1 8+0.2 510.9 10+0.3 8+0.5
104 5+0.4 610.6 NONE 7+0.4 510.6 8+0.5 NONE
105 1+0.7 6+0.3 5+0.9 7+0.8 5+0.8 8+0.5 10+0.9
106 5+0.4 4+0.4 3+0.7 6+0.4 5+0.9 8+0.4 8+0.1
107 NONE 4+0.5 7+0.6 6+0.2 9+0.2 6+0.4 8+0.9
108 3+0.4 210.6 3+0.8 4+0.2 6+0.5 60.6 11+0.4
109 2+0.3 3+0.4 5+0.6 5+0.5 8+0.6 8+0.2 NONE
1010 4+0.7 4+0.2 5+0.3 4+0.5 7+0.5 6+0.9 10+0.9

In this case, the interval length for each parameter is 5 units, for example, for parameter P1 [1;6).
The following results obtained:

The sensors read all parameters values for the input object and there was an unambiguous
identification:

New object:

1.62.94.24.7538584

Search object:

10 00603 1£0.6 2+0.6 4+0.6 4+0.6 5+0.6 8+0.4 8+0.5

The sensors read all parameters values of the input object and did not identify it, it means that no
information objects corresponding to the following input object was found in the information space:

New object:
49334579526511.7
Search object:

Object absent!

In this case, the input object considered as a new information object and it can be added to the
information space.
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The sensors get the values for incomplete set of parameters of the input object (there are NULL
values), but due to the interaction of information objects with each other in the information space, still
there was a unique identification of the input object in the information space:

New object:

2.8 Null2.65859648.3

Search object:

10 01849 2+0.4 4+0.4 2+0.6 5£0.6 5+0.4 6£0.6 8+0.5

10 04387 2+0.5 2+0.7 2+0.6 5£0.6 5+0.4 6£0.5 8+0.5

10 05956 2+0.1 3£0.6 2+0.6 5+0.2 5+0.1 6+0.5 §+0.7

ReCreateObject:

2822265859648.3

Search object:

10 04387 2+0.5 2+0.7 2+0.6 5£0.6 5+0.4 6£0.5 8+0.5

The sensors get the values for incomplete set of parameters of the input object but, despite the
interaction of information objects with each other in the information space, the identification of the
input object did not occur:

New object:

2.1 Null 5.3 Null Null 9.3 8.9

Search object:

10 00391 2+0.9 None 5+0.8 8+0.3 6+0.1 9+0.9 §+0.4

10 01210 2£0.1 3£0.8 5£0.2 5+0.6 6+0.1 9+0.2 8+0.9

10 01460 2+0.7 2+0.4 5£0.9 6+0.9 7£0.8 9+0.2 8+0.9

10 03248 2+0.2 6+0.6 5+0.6 6+0.3 8+0.6 9+0.5 8+0.6

10 06463 2+0.4 2+0.5 5+0.2 8+0.5 6+0.6 9+0.6 8+0.6

10 06791 2+0.4 4+0.4 5+£0.5 4+0.7 9+£0.3 9+0.9 8+0.8

10 08241 2+0.7 6£0.9 5+0.1 7+£0.8 7+0.1 9£0.6 8+0.2

10 09634 2+0.7 6+0.3 5+0.9 8+0.6 6+0.9 9+0.7 §+0.7

10 10339 240.8 None 5+0.6 4+0.1 7+0.6 9+0.9 8+0.1

10 10744 2+0.2 6£0.2 5£0.6 4+0.5 8£0.5 9+0.1 8+0.6

10 10806 2+0.1 4£0.2 5+0.5 8+ 0.2 §+0.8 9+0.8 §+0.7

10 11204 240.8 3+0.3 5+£0.8 6+0.7 7£0.4 9+0.3 8+0.1

10 12128 240.6 2+0.3 5+0.8 7+0.1 5+0.6 9+0.1 8+0.5

10 12679 2+0.3 3+0.7 5£0.6 None 9+0.3 9+0.8 8+0.8

10 13174 240.5 4£0.6 5%0.6 5+0.9 5+0.5 9+0.6 §+0.6

10 13400 2+0.5 None 5+0.7 7+0.7 5+0.4 9+0.6 8+£0.8

10 14805 2+0.2 4+0.9 5+0.6 None None 9+0.7 8+0.9

10 15221 240.6 5£0.1 5%0.1 4£0.5 6+0.2 9£0.1 8+0.5

10 15884 2+0.4 5£0.9 5+0.5 7+0.3 6+0.3 9+£0.8 8+0.2

10 16132 240.5 2+0.1 5+0.2 None 8+0.2 9+0.1 8+0.6

10 18388 2+0.1 5+0.7 5+£0.8 7+0.1 8+0.1 9+0.9 8+0.6

ReCreateObject:

2.1 Null 5.3 Null 8.9 9.38.9

Search object:

10 03248 2+0.2 6+0.6 5+0.6 6+0.3 8+0.6 9+0.5 §+0.6

10 10744 2+0.2 6£0.2 5+£0.6 4+0.5 8+0.5 9+0.1 8+0.6

10 10806 2+0.1 4£0.2 5+£0.5 8+0.2 8+0.8 9+0.8 8+0.7

10 16132 240.5 2+0.1 5+0.2 None 8+0.2 9+0.1 8+0.6

10 18388 2+0.1 5£0.7 5+0.8 7+0.1 8+0.1 9+0.9 8+0.6

ReCreateObject:

2.1 Null5.36.1899.38.9

Search object:

10 03248 2+0.2 6£0.6 5+0.6 6+0.3 8+0.6 9+0.5 8+0.6

ReCreateObject:

21255361899389

Search object:
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Object absent!

5. The sensors did not get the value of one or more parameters and after the interaction of the
information objects between themselves in the information space it was found that this object did not
have this parameter (NONE).

New object:

2.74.74.18355Null7.6

Search object:

10 12602 2+0.5 4+0.4 4+0.3 8+0.7 5+0.8 10+£0.9 7+0.8

ReCreateObject:

2.74.74.18355Null7.6

ReCreateObject:

2.74.74.18355Null7.6

ReCreateObject:

2.74.74.18.3 5.5 None 7.6

Search object:

Object absent!

The integrated results of the experiments allow us to draw conclusion about the effectiveness of the
input objects search in the information space for 7 parameters of information object and the length of
the interval of 5 units. They are presented in Table 2.

Table 2
Efficiency of search of input objects in information space at 7 parameters and length of an interval in
5 units

Probability that the parameter will not be read by Probability of identification of the input
sensors (NULL), % object, %
5 20
10 10
15 25
20 15
25 15

Table 2 shows the low level of the efficiency of input objects search in the information space for 7
parameters and for interval length of 5 units.

Next, we reduced the number of parameters that describe the information object, and with the same
initial data to repeat the similar experiments with the number of parameters from 4 to 6. The results of
the experiments are presented in Table 3.

Table 3
The efficiency for input objects search in the information space with an interval length of 5 units and
the number of parameters from 4 to 6

Probability of identification of the input
Probability that the parameter will not be read by object, %
sensors (NULL), % Number of parameters, units

4 5 6
5 100 100 65
10 100 100 45
15 100 90 85
20 100 100 75
25 100 100 50

Table 3 shows the 100% probability for the input object identification in the information space for
4 parameters and the length of the interval of 5 units, i.e. there is no need to reduce the number of
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parameters. We design a graph on the data from Tables 2 and 3 in order to compare the efficiency of
search of input objects in the information space for an interval length of 5 units and the number of
parameters from 4 to 7 (Fig. 3).
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Figure 3: Graph of comparison of efficiency of input objects search in information space for interval
length of 5 units and number of parameters from 4 to 7

Figure 3 shows the efficiency of the input objects search in the information space for an interval
length of 5 units has next average values: for 4 parameters — 100%; for 5 parameters — 98%; for 6
parameters — 64%; for 7 parameters — 17%.

We may conclude from the above-mentioned that the reducing the number of parameters leads to a
sharp increase in the efficiency of input objects search in the information space. Therefore, we decided
to change the parameter value intervals lengths of the source objects in the information space with a
constant value of the number of parameters.

Let us consider a case where each of the 20,000 information objects is described by 7 parameters
with an interval length of 3 to 5 units. The results of the experiments are presented in Table 4.

Table 4
The efficiency of input objects search in information space for 7 parameters and interval length from
3 to 5 units

Probability of identification of the input
Probability that the parameter will not be read by object, %
sensors (NULL),% The length of the interval, units

3 5 3
5 100 75 20
10 100 40 10
15 95 50 25
20 100 65 15
25 100 50 15

We may conclude that increasing the length of the interval results in a strong decrease in the
efficiency of input objects search in the information space. We design graph on the data in Table 4 in
order to compare the efficiency of search of input objects in the information space for 7 parameters and
the interval length from 3 to 5 units (Fig. 4).
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Figure 4: Graph of comparison of efficiency of input objects search in information space for 7
parameters and interval length from 3 to 5 units

Figure 4 shows that the efficiency of search of input objects in the information space for 7 parameters
averaged: for interval length of 3 units — 99%; for interval length of 4 units — 56%; for interval length
of 5 units — 17%.

We decided to perform the similar experiments for a small intervals length of, but for more
parameters of the input objects in the information space.

We consider the case when every of the 20,000 information objects is described by 7 to 10
parameters with an interval length of 3 units. The results of the experiments are present in Table 5.

Table 5
Efficiency of input objects search in information space for 7 to 10 parameters and interval length of 3
units

Probability of identification of the input
Probability that the parameter will not be read by object, %
sensors (NULL), % Number of parameters, units

7 | 8 | 9 | 10
5 100 85 35 25
10 100 80 40 5
15 95 90 35 10
20 100 90 45 25
25 100 95 40 15

We design a graph on the data in Table 5 in order to compare the efficiency of search of input objects
in the information space for 7 to 10 parameters and the interval length of 3 units (Fig. 5).
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parameters and interval length of 3 units

Figure 5 shows that the efficiency of search of input objects in the information space for interval
length of 3 units averaged: for 7 parameters — 99%; for 8 parameters — 88%; for 9 parameters — 39%;
for 10 parameters — 16%.

Experiments have shown that the probability of correct identification of the input object significantly
depends on the number of its parameters, as well as on the interval length of the parameters of the input
object.

Also, with the increase in the number of parameters of the source object and the intervals length of
object parameters, the efficiency of search of input objects in the information space decreases
significantly.

5. Comparison of the results obtained by machine learning and experimental
data

The adequacy of the suggested method for input objects identification in the information space was
checked using machine learning methods.

The multivariate logistic regression using the LogisticRegression class from the Scikit-Learn library
was used to identify information objects. By default, it applies a one-on-one strategy for more than two
classes.

To switch to multivariate logistic regression, the multi class hyperparameter is set to “multinomial”
and the /bfgs solver is selected.

By default, we apply applied [, regularization, which can be controlled with the hyperparameter C.

X =info_data [“InformationObject’] # prepared parameters vectors for information objects
Y = info_data [“IdentifiedObject’’]

softamx_reg = LogisticRegression (multi_class = “multinomial”, solver = “Ibfgs”, C = 10)
softmax_reg.fit (X, Y)

This method was applied, for example, for the input object with the parameters [2,3 4,6 4,2 5,4 9,1
8,1] and the following information object was obtained with a probability of 94.2%:

10 04011 240.4 4£0.7 4%0.2 5£0.5 9+0.4 9+0.9 §+0.4
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Thus, we can conclude that the results obtained with the suggested method of input objects
identification in the information space are confirmed by the corresponding results obtained with the
machine learning method.

6. Conclusion

We develop an algorithm for the information space formation on the information system, which is
actually a software basis for maintaining the information space. Identification of the input object in the
information space allow us uniquely identify it by the appropriate parameters. To do this, we suggest
the method of identification based on step-by-step analysis of the object parameters.
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