CEUR-WS.org/Vol-3403/paperd5.pdf

Lexical Diversity Parameters Analysis for Author's Styles in
Scientific and Technical Publications

Volodymyr Motyka?, Yaroslav Stepaniak?®, Mariia Nasalska® and Victoria Vysotskal?

! Lviv Polytechnic National University, S. Bandera Street, 12, Lviv, 79013, Ukraine
2 Osnabriick University, Friedrich-Janssen-Str. 1, Osnabriick, 49076, Germany

Abstract

A self-developed dataset based on the analysis of more than 300 Ukrainian-language scientific
and technical publications from the specialized Bulletin of the Lviv Polytechnic National
University of the Information Systems and Networks series for 2001-2016 is selected. It
contains information about the lexical and syntactic development of the author's styles of
scientific publications -technical direction. Namely are the total number of words in this text,
the number of words in a certain text (without repetitions), the number of words with a
frequency of 1, the number of words with a frequency of 10 or more, the number of separate
sentences, the number of prepositions, the number of conjunctions, Lexical diversity, Syntactic
complexity, coefficient of speech coherence, exclusivity index, concentration index. The
purpose of the research is to find the differences and dependence of the given data. For this,
various methods of visualization and data processing, smoothing methods and correlation
analysis are used.
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1. Introduction

In this work, a rather interesting dataset was investigated, which can be described as statistics of the
lexical and syntactic development of literature. The self-developed dataset is based on the results of the
research of more than 300 Ukrainian-language scientific and technical publications from the specialized
Bulletin of the National University "Lviv Polytechnic" of the "Information Systems and Networks"
series for 2001-2016. This dataset reminded us of the popular application Grammarly, the essence of
which is to increase the quality of written communication, offering guidance on correctness, clarity,
appeal and tone of message.

Such variables as Lexical Diversity, Syntactic Complexity, Cohesion of Speech, Index of
Exclusiveness, Index of Concentration on Dependency and Distinction were studied. We will describe
the variables to improve the further understanding of the work done: Lexical diversity is the ratio of the
number of words to the total number of word forms of the text, Syntactic complexity is the ratio of the
number of sentences to the number of words of a certain text, Cohesiveness of speech is the ratio of the
number of prepositions and conjunctions to the number of individual sentence Exclusiveness index -
the variability of the vocabulary, i.e. the share of the text occupied by words that occurred 1 time,
Concentration index - the share of the text occupied by words that occurred 10 times or more.
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2. Related works

The scheme of the combination of methods for determining the author of Ukrainian-language textual
content of a scientific and technical direction shows that it consists of lexical and syntactic levels [1].
The use of the syntactic level involves the calculation of linguistic relationships in combinations of
words [2]. The work [3] proposed a model for building an author's style profile, which consists of a
characteristic author's vocabulary and author's syntax [4]. To describe the syntax, it is necessary to use
a formalized description of the linguistic relationships between the lexical units of a phrase in a plural-
theoretical language [5]. In work [6], a formalized description of any text is put forward, but the
formalized description of linguistic relationships between lexical units is not updated. A formalized
description of the text is also found in references [7].

In the handbook [8], a formalized textual presentation was compiled for the automation of
procedures for the analysis of scientific and educational texts in order to identify semantically
significant fragments [9]. The paper [10] sets out a plural-theoretical description of linguistic relations
in phrases. Such models can be used to describe images of author's vocabulary and author's syntax, but
they do not take into account statistical information about vocabulary frequency and syntax [11]. The
formalized description, which was used to analyze the text of the terminological dictionary in order to
build a semantic network of its terms, is presented in the reference book [12]. However, the proposed
model also does not include accounting for statistical information about the frequency of vocabulary
and syntax [13].

Methods of determining the author of Ukrainian-language textual content of a scientific and
technical direction are proposed and investigated in works [1-5]. Various algorithms [14], in particular
quantitative ones [15], can be used to implement these methods. Therefore, there is a problem of
analyzing such algorithms in order to find the most effective one [16].

Authorization of authorship is a technique for determining the author of a text when it is not clear
who wrote it [17]. This is useful when several people claim authorship of the same publication [18] or
in cases where no one claims authorship of textual content [19], such as so-called trolls in social
networks during information warfare [20]. The complexity of the problem of the author's text is
obviously exponentially higher, the number of probable authors is greater [21]. The availability of
author's text samples is also essential in advancing this problem [22]. Attribution of the author's text
includes the following three problems [23]:

e identifying the author of the text author from the group of probable or expected authors, where

the author is always in the group of suspects [24];

e not identifying the author of the textual author from the group of probable or expected authors,

where the author may not be in the group of suspects [25];

o assessment of the possibility of a given text, written by a given author or not [26].

Therefore, the task of automatically determining the author of scientific and technical textual content
is urgent and requires new (more advanced) approaches to its solution [27-36].

3. Methods and materials

We will use the methods of visual presentation of data, smoothing, correlation method to perform
the tasks. Methods of visual presentation of data - methods of presenting data in the form of graphs,
charts and/or other subtypes of them (histograms, pie charts, etc.), time series, etc. Depending on the
specific task, a specific method of data presentation will be used. We will implement these methods
using Microsoft Power Bl and/or R tools.

Smoothing methods are used to reduce the influence of the random component (random fluctuations)
in time series. They make it possible to obtain more "pure" values, which consist only of deterministic
components. Some of the methods are aimed at highlighting some components, for example, the trend
[37-39]. We will implement these methods using Microsoft Excel, R and/or Microsoft Power BI.

Correlation method (Correlation - analysis) - a method of studying the interdependence of
characteristics in the general population, which are random variables with a normal distribution [40-44]
for different NLP-talks based on text analysis [45-54].



4. Experiments

Let's open the generated dataset using R Studio:

Author Year N w W1 wio P z 5 Kl Ks Kz Iwt Ikt

Author 1 2001 644 366 73 7 32 43 32 | 03683230 05379235 04807692 07313661 0019123683
Author 2 2001 627 397 304 6 34 42 41 06331738 09143377 05137255 07657431 0013113330
Author 3 20m 639 339 309 8 249 44 53 08034628 08273183 1.11489425 07744381 00200530125
Author 4 200 708 418 309 8 36 = 28 035918079 09140511 05318319 Q7374702 0.019093079
Authar 5 2001 665 423 313 4 47 63 9 06360902 05388850 05815603 07517731 0009456265
Author & 2001 659 334 268 3 &4 83 35 | 03373295 05333333 05104167 06979167 | 0.020833333
Author 7 2001 651 385 69 6 33 70 25 | 03653451 05623377 05974843 06957013 0.013584416
Author & 2001 704 352 272 7 4 67 48 05426136  0.5926702 09349593 07120419 0018324607
Author 9 20 TES 485 388 g 59 72 38 08436931 05508081 08214888 07838386 0012121212
Author 10 2001 7249 350 261 7 62 75 32 05212620 05368421 05752688 06365421 0013421053
Author 11 2001 692 435 323 4 48 73 35 08286127 05896352 07300000 07435287  0.009195402
Author 12 2001 657 420 319 6 32 i) 44 06392694 09233093 11770833 07393238 0014255714
Author 12 2001 674 378 278 6 39 75 42 05608309 05965234  1.0000000 07380932 0013873016
Author 13 20m 763 378 232 7 &l 70 33 04941176 075835398 04291667 06666667 0.018518319
Author 7 2002 678 420 322 6 31 43 55 0194880 08TE3T14 06403228 QTec60e7  0.014283714
Authaor 11 2002 52 390 286 2 35 538 43 05981585 09102564 09619048 07333333 0005128205
Author 14 2002 861 374 287 & 34 47 39 035858094 09090908 0.8431373 07139037  0.016042781
Author 1 2002 653 399 95 5 42 31 46 05341874 05947368 07693413 07393484 0012531328
Author 15 2002 745 435 319 6 5 59 61 | 05892617 | 05974943 0.558888689 07266515 | 0.013667426
Author 3 2002 670 420 EEd| 4 30 &0 63 08268657 09283714 1.3666667 07580932 0.009523810
Author 16 2002 769 426 286 6 52 4% 47 05539662 05779343 06153846 06713615 0014084507
Author 17 2002 847 422 308 3 [ 50 32 08322411 05330806 04408602 07298578  0.007109005
Author 5 2002 650 3&2 69 4 35 66 9 05876923 05360208 0531313153 07041885 0010471204
Author 15 2002 659 353 ) 7 72 63 41 05336601 07960340 04514515 06487232 0019530028

Figure 1: Displaying the dataset in RStudio

As can be seen from the dataset (Fig. 1), there are 14 columns with data.

Author — authors of the article;

Year — the year of writing the text;

N — the total number of words of this text;

W — the number of words in a certain text (without repetitions);

W1 — number of words with a frequency of 1;

W10 — number of words with a frequency of 10 or more;

P — the number of individual sentences;

Z — the number of prepositions;

S — the number of connectors;

KI — Lexical diversity;

Ks — Syntactic complexity;

Kz - Coefficient of speech connectivity;

Iwt - Exclusivity index;

Ikt - Concentration index.
Let's define the concepts of lexical diversity, syntactic diversity, speech coherence coefficient,

exclusivity index and concentration index:
e Lexical diversity is the ratio of the number of words to the total number of word forms of the
text. The value of the coefficient lies within [0;1]. KI=W/N, where Kl is coefficient of lexical
diversity; W is the number of words in a certain text; N is the total number of words in this text.
e  Syntactic complexity is the ratio of the number of sentences to the number of words of a certain
text: Ks=1-P/W, where Ks is coefficient of syntactic complexity; P is the number of sentences, W —
the number of words in the entire text.



e  Speech coherence coefficient - the ratio of the number of prepositions and conjunctions to the
number of separate sentences: Kz=(Z+S)/(3P), where Z is the number of prepositions, S is the
number of conjunctions, P is the number of separate sentences.

o  Exclusiveness index - the variability of the vocabulary, i.e. the share of the text occupied by
words that occurred 1 time, i.e. Iwt =W1/W, where Iwt is the exclusiveness index of the text, W1 is
the number of words with a frequency of 1, W is the number of words in the entire text.

e  Concentration index - the share of the text occupied by words that occur 10 times or more: Ikt
=W10/W, where Ikt is the text concentration index, W10 is the number of words with a frequency
of 10 or more, W is the number of words in the entire text.

Let's group the data by the Year field:
gr<-dt %>%
group_by(Year)%>%
select(Year,W)
new_gr<- gr %>% summarise(avg = mean(W1e))

Let's calculate the quantitative characteristics by choosing the data column w1, which characterizes
the number of words with a frequency of 1, by means of R:

e  Sample size — the number of units in the sample: nrow(new_gr)

(] Sample mean. We find using the built-in method mean(): median(new_gr$avg, na.rm = FALSE)

e  The median of the sample is the number that "divides" "in half" the ordered set of all the values
of the sample, that is, the average value of the changing characteristic, which is contained in the
middle of the series, placed in the order of increasing or decreasing of the characteristic. For this,
we will use the median() method: median(new_gr$avg, na.rm = FALSE)

e  Mode - the value that occurs most often in the sample. Since there is no built-in method for

finding it in R, we will define our modes function:
## modes function
modes <-function(v) {

unigv <- unique(v)

unigv[which.max(tabulate(match(v, uniqv)))]}##
modes(new_gr$avg)

e  Sample size — the difference between the maximum and minimum value of the sample. To find

the maximum and minimum, use the built-in methods max() and min():
max(new_gr$avg)-min(new_gr$avg)

e  Standard deviation - the amount of spread relative to the arithmetic mean. To find, we will use
the built-in method sd(): sd(new_grsavg)

o  Coefficient of variation — an indicator that determines the percentage ratio of the average
deviation to the average value: sd(new_gr$avg)*100/mean(new_gr¢avg, na.rm = FALSE)

o Asymmetry reflects the skewness of the distribution relative to the mode. Let's use the built-in
SkEWﬂESS() method: skewness(new_gr$avg)

e  The kurtosis coefficient characterizes the "steepness”, that is, the steepness of the rise of the

distribution curve compared to the normal curve. Let's use the kurtosis() method:
kurtosis(new_gr$avg)

e  Standard error is the deviation of the sample from the actual mean. To find it, we will use the

formula for calculating the standard error and the sd() method for calculating the standard deviation:

sd(new_gr$avg)/sqrt(nrow(new_gr))

To find the number of intervals, we will use Sturges' formula, and to find the width of the interval -
Scott's formula. Cumulative — a continuous curve is displayed graphically, which gives a more accurate
result compared to a histogram. For construction, we will use the ecdf() function. Finding the number

of intervals and the interval width for the avg attribute:
k<-1+log2(nrow(new_gr)) #Number of intervals
h<-3.5*sd(new_gr$avg)*(nrow(new_gr))~(-1/3) #Interval width

Construction of a histogram: hist(new_gr$avg, breaks = k, xlab = "", main = "Histogram of w")

Construction of cumulata:
plot(ecdf(new_gr$avg), main="Cumulate", xlab="", ylab = "Frequency", verticals = FALSE)

Smoothing methods are used to reduce the influence of the random component (random fluctuations)
in time series. They make it possible to obtain more "pure™ values, which consist only of deterministic
components. Some of the methods are aimed at highlighting some components, for example, a trend.
Smoothing methods can be conventionally divided into two classes based on different approaches:
analytical and algorithmic.



The simplest method of forecasting is considered to be an approach that determines the forecast
estimate from the actually achieved level using the average level, average growth, average growth rate.
Extrapolation based on the average level of the series. The resulting confidence interval takes into
account the uncertainty hidden in the estimate of the average value. However, the assumption remains
that the predicted indicator is equal to the sample mean, that is, this approach does not take into account
the fact that individual values of the indicator have fluctuated around the average in the past, and this
will also happen in the future.

Analytical smoothing methods include regression analysis together with the method of least squares
and its modifications. To identify the main trend by analytical method means to give the studied process
the same development throughout the entire observation period. Therefore, for 4 of these methods, it is
important to choose the optimal function of the deterministic trend (growth curve), which smoothes a
number of observations.

Forecasting methods based on regression methods are used for short- and medium-term forecasting.
They do not allow for adaptation: with the receipt of new data, the forecast construction procedure must
be repeated from the beginning. The optimal length of the lead-up period is determined separately for
each economic process, taking into account its statistical instability.

The most widely used are the methods of smoothing time series using moving averages. For moving
average smoothing, we will use Kendel's formulas to calculate the lost levels at the beginning and end

of the smoothed series. Let's prepare the data for using smoothing methods:
ma <- new_gr %>% select(Year,avg) %>%
mutate(mal = rollmean(avg, k = 3, fill = NA), ma2 = rollmean(avg, k = 5, fill = NA),
ma3 = rollmean(avg, k = 7, fill = NA))
The method of smoothing according to Kendel's formulas:
k_mal<-matrix(c(5,2,-1,6,3,6),byrow = TRUE,nrow=2)
ma$mal[1]<-0@
ma$mal[16]<-0
for(i in 1:3){
ma$mal[1]<-magmal[1]+k_mal[1,i]*ma$avg[i]/k_mal[nrow(k_mal),1]
ma$mal[16]<-ma$mal[16]+k_mal[1,i]*ma$avg[17-i]/k_mal[nrow(k_mal),3]}
k_ma2<-matrix(c(3,2,1,0,-1,4,3,2,1,0,5,10,5,10,5),byrow = TRUE,nrow=3)
ma$ma2[1]<-0
ma$ma2[2]<-0
ma$ma2[15]<-0
ma$ma2[16]<-0
for(j in 1:2){
for(i in 1:5) {
ma$ma2[j]l<-magma2[j]l+k_ma2[j,i]*masavg[i]/k_ma2[nrow(k_ma2),j]
ma$ma2[17-j]<-ma$ma2[17-j]+k_ma2[j,i]*ma%avg[17-i]/k_ma2[nrow(k_ma2),j] }}
k_ma3<-matrix(c(seq(13,-5,by=-3),seq(5,-1,by=-1),seq(7,1,by=-1),28,14,28,7,28,14,28),
byrow = TRUE,nrow=4)
ma$ma3[1]<-0
ma$ma3[2]<-0
ma$ma3[3]<-0
ma$ma3[14]<-0
ma$ma3[15]<-0
ma$ma3[16]<-0
for(j in 1:3){
for(i in 1:7) {
ma$ma3[j]l<-ma$ma3[j]l+k_ma3[j,i]*masavg[i]/k_ma3[nrow(k_ma3),j]
ma$ma3[17-j]<-ma$ma3[17-j]+k_ma3[j,i]*ma%avg[17-i]/k_ma3[nrow(k_ma3),j] }}
Data visualization:
ma %>% gather(metric, avg, avg:ma3) %>%
ggplot(aes(Year, avg, color = metric)) + geom_line(size=1)+ labs(title = "Ikt")+
theme(legend.title = element_blank(),plot.title = element_text(hjust = 0.5))
Flndlng turning points:
tpl <- turnpoints(ma$mal)
summary(tpl)
tp2 <- turnpoints(ma$ma2)
summary(tp2)
tp3 <- turnpoints(ma$ma3)
summary(tp3)

Visualization of turning points:
plot(mag$mal, type = "1")
lines(tpl)



We are looking for the correlation coefficients of the smoothed values with the original ones, taking
into account the fact that with each smoothing we subtract rows:

cor(mag$avg,magmal)
cor(magavg,magma2)
cor(magavg,magma3)

Similarly, we do research for wl and w10.

Exponential smoothing:
alpha<-0.1
exp_smooth<-1:16
exp_smooth[1]<-mag$avg[1]
for(i in 2:16){ exp_smooth[i]<-ma$avg[i]*alpha +(1-alpha)*exp_smooth[i-1]}

Visualization:
ggplot(ma,mapping= aes(x=Year)) + geom_line(mapping= aes(y=avg, col="Real"),lwd=1.5) +

geom_line(mapping= aes(y=exp_smooth, col="es"),lwd=1.5)+
scale_color_manual(values= c("Real"="blue","es"="red"))+ labs(x="",y="",title ="alpha = 0.30")+
theme(legend.title = element_blank(),plot.title = element_text(hjust = 0.5))

Median filtering:
med_fil<-1:16
med_fil[1]<-(5*ma$avg[l]+2*ma$avg[2]-masavg[3])/6
med_fil[16]<-(-mag$avg[14]+2*ma$avg[15]+5*masavg[16])/6
for(i in 2:15){

med_fil[i]<-max(min(ma$avg[i-1],ma$avg[i]),min(magavg[i], ma$avg[i+1]),min(ma$avg[i-1],ma%avg[i+1]))}

Visualization:

ggplot(ma,mapping= aes(x=Year)) + geom_line(mapping= aes(y=avg, col="Real"),lwd=1.5) +
geom_line(mapping= aes(y=med_fil, col="Median"),lwd=1.5)+
scale_color_manual(values= c("Real"="blue","Median"="red"))+
labs(x="",y="Views",title ="Median filter")+
theme(legend.title = element_blank(),plot.title = element_text(hjust = 0.5))

Turning points:
tp_mf<-turnpoints(med_fil)
summary (tp_mf)

Visualization of turning points:
plot(ma$avg, type = "1")
lines(tp_mf)

Correlation coefficient: cor(magavg,med_fil)

In general, correlation can be described as any statistical relationship of data. Correlation allows us
to see the trends of changes in the average values of the functions depending on the parameter changes.
Correlation can be positive or negative. Negative correlation is a correlation in which an increase in one
variable is associated with a decrease in another, and the correlation coefficient is negative. Positive
correlation is a correlation in which an increase in one variable is associated with an increase in another,
and the correlation coefficient is positive.

Construction of the correlation field (plot)
plot(dt$Kl, dt$W, main="Correlation field", xlab="lexical diversity",
ylab="Word count without duplicates")
plot(dt$Ks, dt$P, main="Correlation field", xlab="Syntax complexity", ylab="Sentance count")
plot(dt$Kz, dt$P, main="Correlation field", xlab="Coefficient of coherent speech",
ylab="Sentance counts")
plot(dt$Iwt, dt$wl, main="Correlation field", xlab="Coefficient of coherent speech",
ylab= "Count of words that have only one duplicate")
plot(dt$Ikt, dt$wie, main="Correlation field", xlab="Coefficient of coherent speech",
ylab="Count of words that have 1@ or more duplicates")
Finding multiple correlation coefficients:
numericData <- cbind(dt$N,dt$W,dt$P,dt$Ks)
chart.Correlation(numericData, histogram=FALSE, pch=19)
numericData <- cbind(dt$P,dt$z,dt$S,dt$Kz)
chart.Correlation(numericData, histogram=FALSE, pch=19)
numericData <- cbind(dt$N,dt$W, dt$wl,dtIwt)
chart.Correlation(numericData, histogram=FALSE, pch=19)
numericData <- cbind(dt$N,dt$W,dt$wio,dt$Ikt)
chart.Correlation(numericData, histogram=FALSE, pch=19)

5. Results

Let's present the dataset in the form of a table and group the data by years:



Author Year w Wi W10 P

Author 1 20m £44 366 275 7 52
Authorz 2001 627 397 304 6 34
Author 3 2001 639 399 309 8 29
Author4 2001 708 419 309 8 36
Author 3 200 €65 423 318 4 4
Author & 200 689 384 268 8 B4
Author 7 2001 6581 385 269 6 53
Author & 2001 704 382 272 7 41
Author 9 200 769 485 E € 58
Author 10 20m 729 380 261 7 ]
Author 11 20m €92 435 323 4 48
Author 12 2001 637 420 319 6 32
Author 12 2001 674 378 279 6 38
Author 13 200 765 378 252 7 &0
Author 7 2002 678 420 322 € 51
Author 11 2002 52 390 286 2 35
Author 14 2002 661 374 267 6 34
Author 1 2002 683 399 295 5 42
Author 13 2002 T45 438 319 ] 45
Author 3 2002 E70 420 33 4 30
Author 16 2002 TEQ 426 286 6 52
Author 17 2002 647 422 308 3 62
Author 3 2002 50 382 269 4 35

Author 1

Figure 2: Selected dataset in table form and table view of data grouped by years
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Let's find the statistical parameters for the attribute (Table 1).

Table 1

Descriptive statistics of attribute w

0.7838586

0.6868421

07380932
0.6666667
0.7666667
0.7333333
0.71359037

07393454

0.019125

001
0020050125
0.019093079
0,009456285
0,020833333
0015584416

0018324607

aiziziz2
0018421053
0,009195402

0014285714

0014285714

0,005128205
0016042751

0012531328

5 0013667426

78 | O

0009523810

0.014084507

00

9005

5 0010471204

5| 0.e487252

0,019830028

2008

Name

Value

Sample size
Selective average
Median
Mode
Sample size
Standard deviation
Coefficient of variation
Asymmetry coefficient
Kurtosis
Standard error

16
411.59
417.45
402.93

30.52
9.87
2.40
-0.67
2.05
2.47

After executing the code, we have histograms and corresponding cumulates:
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avg

402.9286
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Figure 4: Histogram of data and cumulate about the number of words without repetitions
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Figure 5: Histogram of data and cumulate about the number of words with a frequency of 1
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Figure 6: Data histogram and cumulate about the number of words with a frequency of 10 or more
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For a general comparison, we will display the graphs of attributes Kl, Ks, Kz, Iwt, 1kt (Fig. 7-8):

2004 2008 2012 2016 2004 2008 2012 2018

Figure 7: Data graph of attributes Kl and Ks

Figure 8: Data plot of Kz, Iwt and Ikt attributes respectively

Let's analyse the change in time series trends using smoothing methods.
Using Kendel's formulas, we obtained the initial and final values that were lost in the calculation of
the averages, depending on the average from which we calculate the data.



> summary(tpl)
Turning points for: masmal

nbr observations : 16

nbr ex-aequos : 0

nbr turning points: 6 (first point is a peak)
E(p) = 9.333333 var(p) = 2.522222 (theoretical)

point type proba info

1 3 peak 0.250000000 2.000000

2 4 pit 0.066666667 3.906891

3 7 peak 0.007936508 6.977280

4 10 pit 0.027777778 5.169925

Year avg mat ma2 ma3 5 12 peak 0.100000000 3.321928
6 3
2

- . . P m . 14 pit 0.100000000 3.321928
2001 | 0.01614256 001576454  0.01462981 | 0.01498111 > Tp2 <- Turnpoints(masma2)
> summary(tp2)

2002 01378499 001454102 001480630 001489367 T, lnine’d Siel £0n: masma2

2003 0.01368351 001407377 001498279 0.01481823 nbrobservations: .36
nbr ex-aequos 330
nbr turning points: 6 (first point is a peak)

2005 001854408 001505097 001464600 Dot4ziozz E(P) = 9.333333 var(p) = 2.522222 (theoretical)

2004 0.01474883 001489347 001452668 001473679

2006 001386202 001492922 | 0.01439535 | 0.01465302 point type proba info
1 6 peak 0.005952381 7.3923174

2007 001438157 001356895 0071482576 001313381 2 7 pit 0.666666667 0.5849625
3 8 peak 0.066666667 3.9068906

2008 001245726 001457424 | 001492857 | 0.014952583 4 11 pit 0.100000000 3.3219281
5 12 peak 0.666666667 0.5849625

2009 001685389 0.01546692 | 0.01485275 | 0.01440338 6 13 pit 0.066666667 3.9068906
> tp3 <- turnpoints(masma3)

2010 0.01705961 001580830 001451601 001426937 > summary(tp3)
Turning points for: masma3
2011 0.013458141 001441297 0.01480935 001423084
nbr observations : 16
2012 001269788 001303442 001408267 001467275 nbr ex-aequos : 0
nbr turning points: 4 (first point is a peak)
2013 | 0.01292396 001325078 | 0.01373315 | 001442930  g(p) = 9.333333 var(p) = 2.522222 (theoretical)

2014 001425047 001419548 001409251 0.01442123 point type pirabia info
. - - 1 5 peak 0.007936508 6.977280

2015 001541201 001494740 001483798 001441317 5 > "pit 0.100000000 3.321928
3 9 peak 0.027777778 5.169925

2016 001517973 001541203 001338316 001440510 ;15 'pit 0.001736111 9.169923
Figure 9: Smoothed data according to Kendel's formulas and turning points when smoothing k=3, 5, 7
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Figure 10: Graphs of smoothed data of attribute Kl at k=3, 5, 7

It can be noted that graphs with k>5 are not very suitable for us to identify trends, since we do not
have a large date interval, only 16 years. For more accurate detection of trends, it is desirable to take
k=3.5. At k=7 was plotted to show that the data is smoothed too much.
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> cor(ma%avg,maimal)
[1] 0.4019586
> cor(majavg,maima2)
[1] 0.4234782
T T T > cor(matavg,maima3)
5 10 15 [1] 0.2681057

Figure 11: Visualization of turning points and correlation coefficients of smoothed data and real
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The correlation coefficients are not large and positive. This is probably because we took annual
averages everywhere.

0.90-
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0.89- - mai
- ma2
ma3
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2004 2008 2012 2016
Figure 12: Graphs of the arranged data of the Ks field at k=3, 5, 7

It can be noted that ma4, ma5, ma6, ma7 are not very suitable for detecting trends, since we do not
have a large date interval, only 16 years. For more accurate detection of trends, it is advisable to take
mal, ma2 or ma3.
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Figure 13: Visualization of turning points



> tpl <- turnpoints(masmal)
> summary(tpl)

Turning points for: masmal > tpl <- turnpoints{masmal)

> summary(tpl)
Turning points for: maSmal

nbr observations : 16

nbr exzasguos. . 20 p . nbr observations : 16

nbr turning points: 8 (first point is a peak) nbr ex-aequos _—

E(p) = 9.333333 var(p) = 2.522222 (theoretical) nbr turning points: & (first point is a peak)

. . E(p) = 9.333333 var(p) = 2.522222 (theoretical)

point type proba info

1 5 peak 0.02777778 5.1699250 point type proba info

2 6 pit 0.66666667 0.5849625 1 3 peak 0.027777778 5.1699250

3 7 peak 0.66666667 0.5849625 2 6 pit 0.100000000 3.3219281

4 8 pit 0.66666667 0.5849625 3 7 peak 0.666666667 0.35849625

5 9 peak 0.66666667 0.5849625 4 8 pit 0.666666667 0.5849625

6 10 pit 0.66666667 0.5849625 5 E peak 0.002380952 8.7142455

7 11 peak 0.25000000 2.0000000 6 14 pit 0.001736111 9.1899250

8 13 pit 0.02777778 5.1699250 > tp2 <- turnpoints(masma2)

> tp2 <- turnpoints(masma2) > summary(Tp2)

> summary(tp2) Turning points for: masmaz

Turning points for: masma2

nbr observations : 16
s B nbr ex-aequos o
zg:j 23?22;33;“‘5 : 35 nbr turning points: 7 (first point is a pit)
nbr turning points: 6 (first point is a peak) E(p) = 9.333333 var(p) = 2.522222 (theoretical)
E(p) = 9.333333 var(p) = 2.522222 (theoretical) point Type proba info
2 5 1 3 pit 0.250000000 2.0000000
point type proba info 2 4 peak 0.666666667 0.5849625
1 6 peak 0.005952381 7.3923174 3 5 pit 0.666666667 0.5849625
2 7 pit 0.250000000 2.0000000 4 6 peak 0.666666667 0.5849625
3 9 peak 0.100000000 3.3219281 5 7 pit 0.250000000 2.0000000
4 11 pit 0.250000000 2.0000000 6 9 peak 0.005952381 7.3923174
5 12 peak 0.666666667 0.5849625 7 13 pit 0. Q01736111 9.1699250
6 13 pit 0.066666667 3.9068906 > Tp3 <- turnpoints(masma3)
> tp3 <- turnpoints(masma3) > summary(tp3)
> summary(tp3) Turning points for: maSma3
Turning points for: masma3 .
nbr observations : 16
nbr observations : 16 br ‘ex-aequos = : 0 S
nbr ex-aequos .0 nbr turning points: 5 (first point is a peak)

nbr turning points: 4 (first point is a peak) E(p) = 9.333333 var(p) = 2.522222 (theoretical)

E(p) = 9.333333 var(p) = 2.522222 (theoretical)

point type proba info

; ; 1 5 peak 0.027777778 5.1699250

point type ___proba info 2 6 pit 0.666666667 D.5849625

1 5 peak 0.0277777778 5.169925 3 7 peak 0.002380952 8.7142455

2 6 pit 0.2500000000 2.000000 4 12 pit 0.005952381 7.3923174

3 8 peak 0.0059523810 7.392317 5 13 peak 0.066666667 3.9068906
4 12 pit 0.0003858025 11.339850 =

Figure 14: Pivot points for Ks and Kz attribute data
> cor(viewh3likes,maimal)
[1] 0.9634537
= cor{viewh$likes,maima2)
[1] 0.905811
= cor (viewh3ilikes masma3)
[1] 0.8585738

~ Cor EmaSavg ,masmal) = cor (viewh3likes masmad)
[1] 0.8479456

[1] 0.4949916 ~ > cor (viewh3ilikes masmas)

> cor(maSavg,maimaz) [1] 0.8404666

[l] 0. 3824844 > cor (viewh3likes,maimag)
" = 1] 0.823287

> Cor (naaSavg ,mabma:) E 10r (viewh$1likes,maima7)

[1] 0.4300794 [1] 0.8143748

Figure 15: Correlation coefficients of smoothed data and real data

Using Kendel's formulas, we obtained the initial and final values that were lost in the calculation of
the averages, depending on the average from which we calculate the data.
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Figure 16: Graphs of the arranged data of the Kz field

It can be noted that ma4, ma5, ma6, ma7 are not very suitable for identifying trends, since we do not
have a large date interval, only 40 days. For more accurate detection of trends, it is advisable to take
mal, ma2 or ma3. The number of turning points allows better analysis of trends.
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o > cor(masavg,maimal)
i [1] 0.7085561
> cor (masavg,maima2)
w0 [1] 0.5315729
e T T T cor (maSavg,masma3)

5 10 15 [1] 0.3604028
Figure 17: Visualization of turning points and correlation coefficients between smoothed data and
actual data

Using Kendel's formulas, we obtained the initial and final values that were lost in the calculation of
the averages, depending on the average from which we calculate the data.
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Figure 18: Plots of the Iwt field's structured data

It can be noted that ma4, ma5, ma6, ma7 are not very suitable for identifying trends, since we do not
have a large date interval, only 40 days. For more accurate detection of trends, it is advisable to take
mal, ma2 or ma3. The number of turning points allows better analysis of trends.

> tpl <- turnpoints(masmal)
> summary(tpl)
Turning points for: maSmal

> tpl <- turnpoints(ma$mal)
> summary(tpl)
Turning points for: ma$mal

nbr observations : 16
nbr ex-asquos : 0

nbr turning points: 5 (first point is a peak)
E(p) = 9.333333 var(p) = 2.522222 (theoretical)

nbr observations : 16
nbr ex-aequos H]

nbr turning points: 5 (first point is a pit)
E(p) = 9.333333 var(p) = 2.522222 (theoretical)

point type proba info

1 7 peak 6.944444e-05 13.8137812 L t;ﬁs o 100355833 5 piggg
2 10 pit 1.000000e-01 3.3219281 2 5 peak 0“ 100000000 3:351923
3 11 peak 6.666667e-01 0.3849625 3 7 pit 0.027777778 5.169925
4 12 pit 6.666667e-01 0.5849625 4 10 peak 0.027777778 5.169925
5 13 peak 6.666667e-02 3.9068906 5 12 pit 0.005952381 7.392317
> tp2 <- turnpoints(masma2) > tp2 <- turnpoints(masma2)
> summary (tp2) > summary(tp2)
Turning points for: masma2 Turning points for: masma2
nbr observations : 16 nbr observations : 16
nbr ex—asquas: : 0 . . . nbr ex-aequos :Q
nbr turning points: 7 (First point is a peak) nbr turning points: 8 (first point is a peak)
E(p) = 9.333333 var(p) = 2.522222 (rheoretical) E(p) = 9.333333 var(p) = 2.522222 (theoretical)
point type proba info point type proba info
1 6 peak 0.005952381 7.3923174 1 3 peak 0.25000000 2.0000000
2 7 pit 0.666666667 0.5840625 2 4 pit 0.66666667 0.5849625
3 8 peak 0.066666667 3.9068906 3 5 peak 0.66666667 0.5849625
4 11 pit 0.100000000 3.3219281 4 6 pit 0.25000000 2.0000000
5 12 peak 0.666666667 0.5849625 5 8 peak 0.10000000 3.3219281
6 13 pit 0.666666667 0.5849625 [ 10 pit 0.25000000 2.0000000
7 14 peak 0.250000000 2.0000000 7 11 peak 0.25000000 2.0000000
> tp3 <- turnpoints(masma3) 8 13 pit 0.02777778 5.1699250
> summary(tp3) > tp3 <- turnpoints(ma$ma3)
Turning points for: masma3 > summary(tp3)
Turning points for: masma3
nbr observations : 16
nbr ex-aequos =0 nbr observations : 16
nbr turning points: 5 (first point is a peak) nbr ex-aequos o
E(p) = 9.333333 var(p) = 2.522222 (theoretical) nbr turning points: 4 (first point is a pit)
E(p) = 9.333333 var(p) = 2.522222 (theoretical)
point type proba info
1 7 peak 0.001041667 9.9068906 point Type proba info
2 8 pit 0.666666667 0.5849625 1 5 pit 0.007936508 6.977280
3 9 peak 0.066666667 3.9068906 2 7 peak 0.005952381 7.392317
4 12 pit 0.100000000 3.3219281 3 11 pit 0.027777778 5.169925
5 13 peak 0.066666667 3.9068906 4 12 peak 0.013888889 6.169925

Figure 19: Pivot points for Iwt and Ikt attribute data when smoothing
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@ > cor(maSavg,masmal)
S [1] 0.4412668
1 > cor (ma%$avg,matma2)
& [1] 0.5063362
gy f ‘ f > cor(masavg,masma3)

5 10 15 [1] 0.4071873
Figure 20: Visualization of turning points and correlation coefficients between smoothed data and
actual data

Using Kendel's formulas, we obtained the initial and final values that were lost in the calculation of
the averages, depending on the average from which we calculate the data.
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Figure 21: Graphs of organized data of field Ikt

It can be noted that ma4, ma5, ma6, ma7 are not very suitable for detecting trends, since we do not
have a large date interval, only 16 years. For more accurate detection of trends, it is advisable to take
mal, ma2 or ma3. The number of turning points allows better analysis of trends.
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o > cor (ma$avg,magmal)
. [1] 0.7B07647

2 > > cor (ma$avg,maimaz)

i : : - : [1] 0.2866757

o > cor (ma$avg,maima3)

5 10 15 [1] -0.3750191

Figure 22: Visualization of turning points and correlation coefficients between smoothed data and
actual data

Correlation coefficients approach 1 and decrease as the step increases, as less and less data will
influence the average.

Exponential smoothing directly depends on the latest data, i.e. how the weighted average will react
quickly to changes.
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dates
2021-09-13
2021-09-14
2021-09-15
2021-09-16
2021-09-17
2021-09-18
2021-09-19
2021-09-20
2021-09-21
2021-09-22
2021-09-23
2021-09-24
2021-09-25
2021-09-26
2021-09-27
2021-09-28
2021-09-29
2021-09-30
2021-10-01
2021-10-02
2021-10-03
2021-10-04
2021-10-05
2021-10-06
2021-10-07
2021-10-08
2021-10-09
2021-10-10
2021-10-11
2021-10-12
2021-10-13
2021-10-14
2021-10-15
2021-10-16
2021-10-17
2021-10-18

7 2021-10-19

2021-10-20
2021-10-21
2021-10-22

views
239818781
180704846
193399025
194840017
223707499
215610185
214269241
209934374
219536480
242981546
163013177
162032174
187636257
208819913
218266110
196841253
158367921
156942080
156987296
170109959
180537851
179521927
120340446
104614544
113712128
131682843
146310488
168332330
180602398
130004425
169654534
205967937
173620876
204783318
218558821
225350001
193049762
179647060
176104475
206242037

exp_smooth
239818781
222084601
213478928
207887255
212633328
213526385
213749242
212604781
214684291
223173468
205125380
192197418
180829070
196226323
202838259
201039157
188237786
178849074
172290541
171636366
174306812
175871346
159212076
142832817 0017-
134096610
133372480
137253882 0.016-
146577417
156784911
166750765
167621896
179125708
177474259
183666976 "7
195534530
204479171
201050348 0013~
194629362
189071896
194222938

0.015-

2004

Figure 23: Exponentially smoothed data, alpha=0.1
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Figure 24: Visualization of smoothed data at alpha =
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Figure 25: Visualization of smoothed data at alpha = 0.25 and alpha = 0.3

Median smoothing completely removes single extreme or anomalous values of levels that are
separated from each other by at least half of the smoothing interval; preserves sharp changes in the trend
(moving average and exponential smoothing smooth them); effectively removes single levels with very
large or very small values that are random in nature and stand out sharply from other levels.



Year avg med_fil

2001 001614256 0.01576454

2002 001378499 0.01378499

2003 001363551  0.01378499

2004 001474683  0.01474683

2005 001654408  0.01474683

2006 001386202 0.01438157 e
2007 001438157 | 0.01386202

2008 001245726 001438157 001
2008 001658389 0.01688389

2010 001705961 001683388 0.015-
2011 001348141 001348141

2012 001269789 001292396 0.014-
2013 001292396 001292396

2014 001425047 | 001425047 go13-
2015 001541201 | 0.01517973

2016 001517973 0.01541203 2004 2008 2012 2016

Figure 26: Median filtering

As can be seen from fig. 26, median filtering removed random levels that are random in nature. As
a result, we have a more stable schedule.

> tp_mf<-turnpoints(med_fil)
> summary(tp_mf)
Turning points for: med_fil

nbr observations : 16
nbr ex-aequos : 4
nbr turning points: 5 (first point is a pit) ~

E(p) = 9.333333 var(p) = 2.522222 (theoretical) &
o

point type proba info |

1 3 pit 0.66666667 0.5849625

2 5 peak 0.25000000 2.0000000 w

3 7 pit 0.10000000 3.3219281 (=

4 10 peak 0.10000000 3.3219281 =

5 13 pit 0.02777778 5.1699250 .

>

> plot(masavg, type = "1") o0

> lines(tp_mf) g n

>

> cor(masavg,med_fi1)
[1] 0.8754431 5 10 15

Figure 27: Turning points and visualization of turning points in median filtering

> tp_mf<-turnpoints(med_fil)
> summary(tp_mf)

Turning points for: med_fil 420-
nbr observations : 16
nbr ex-aequos 34

nbr turning points: 5 (first point is a pit)
E(p) = 9.333333 var(p) = 2.522222 (theoretical)

point type proba info
1 3 pit 0.66666667 0.5849625
2 5 peak 0.25000000 2.0000000
3 7 pit 0.10000000 3.3219281
4 10 peak 0.10000000 3.3219281 400 -
5 13 pit 0.02777778 5.1699250
- 3
> plot(masavg, type = "1")
> lines(tp_mf)
>
> cor(maSavg,med_fil) 390 - ! ! ! '
[1] 0.8754431 2004 2008 2012 2016

Figure 28: Pivot points, correlation coefficient, and median filtering for the W field

From fig. 30, it can be seen that the average number of words without repetitions remains
approximately at the same level. This means that the "jumps" of the graph are not so important, but are
only isolated cases and simply related to the texts. Note that the correlation is high, because the median
filtering does not calculate, does not generalize, but shows the median on a certain interval. That is why
median filtering is very effective when studying time series.



6. Discussion

We will investigate in detail the dependence of attributes on the basis of correlation analysis of time
sequences. To do this, we will construct multiple correlation graphs to find the most significant
variables by analyzing correlation relations and construct correlation graphs of the most significant
variables found.
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Figure 29: Multiple correlation

El

This visualization is built on three attributes, namely "total number of words of this text" (var 1),
"number of words in a certain text (without repetitions)" (var 2), "Lexical diversity" (var 3). It can be
seen from this visualization that the correlation coefficient between the second and third variables is the
largest, so let's take a closer look at their correlation graph:
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Figure 30: Graph of the correlation relation



The graph shows the linear dependence of the variables - when one variable grows, the other grows
accordingly.
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Figure 31: Multiple correlation

This visualization is built on four attributes, namely the total number of words of the text (var 1),
the number of words in a certain text (without repetitions) (var 2), the number of separate sentences
(var 3) and Syntactic complexity (var 4). It can be seen from this visualization that the correlation
coefficient between the third and fourth variables is the most significant, so let's take a closer look at
their correlation graph:
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Figure 32: Graph of the correlation relation

Thanks to the graph, you can make sure that when the dependent variable increases, the independent
variable drops rapidly, which corresponds to this negative correlation coefficient.
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Figure 33: Multiple correlation

This visualization is built on four attributes, namely the number of separate clauses (var 1), the
number of prepositions (var 2), the number of conjunctions (var 3) and the Speech Coherence Factor
(var 4). It can be seen from this visualization that the correlation coefficient between the first and fourth
variables is the most significant, so let's take a closer look at their correlation graph:
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Figure 34: Graph of the correlation relation

This graph visualizes the almost identical logic of dependence as in the previous case.
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Figure 35: Multiple correlation

This visualization is built on four attributes, namely the total number of words of this text (var 1),
the number of words in a specific text (without repetitions) (var 2), the number of words with a
frequency of 1 (var 3), and the Uniqueness Index (var 4). It can be seen from this visualization that the
correlation coefficient between the third and fourth variables is the most significant, so let's take a closer
look at their correlation graph:
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Figure 36: Graph of the correlation relation

The graph shows the linear dependence of the variables - as one variable grows, the other grows,
which is why the positive correlation coefficient shows.
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Figure 37: Multiple correlation

This visualization is built on four attributes, namely the total number of words of this text (var 1),
the number of words in a certain text (without repetitions) (var 2), the number of words with a frequency
of 10 or more (var 3) and the Concentration Index (var 4 ). It can be seen from this visualization that
the correlation coefficient between the third and fourth variables is the most significant, so let's take a
closer look at their correlation graph:
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Figure 38: Graph of the correlation relation

The graph shows the linear dependence of the variables - as one variable grows, the other grows,
which is why the positive correlation coefficient shows.



7. Conclusions

A simple moving average is suitable for identifying trends in the past, which will help us predict the
future with less error. This will allow us to predict how succinct texts will be in the future. To do this,
they need methods that quickly respond to the latest data. When performing work on such methods, we
used exponential smoothing.

During data analysis, it was found that the larger the text, the fewer words it contains without
repetitions, which is logical, since it is difficult to pick up new words every time. Over time, the number
of words without repetitions does not increase and does not decrease significantly, although it is not
immediately visible on the graph. We reached this conclusion using median filtering

It is also worth noting that the relationship between the number of words, the number of words
without repetitions, lexical diversity, syntactic complexity, the coefficient of speech coherence, the
exclusivity index and the concentration index was investigated. There is a direct relationship between
them, so when one of these attributes increases, the others will also increase.
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