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Title: Deep Learning Model Optimization and Acceleration

Abstract: Aiming for high-performance computing of DNNs, we conducts com-
prehensive and thorough studies on the layer-wise characteristics of typical DNN
architectures, as well as the instruction-level deep workloads of DNN inference
on Single Instruction Multiple Data (SIMD) CPUs; First and foremost, the data
provides the fundamental theoretical basis for the following high-performance
computing research. At the software level, the research puts forward two meth-
ods for compressing DNNs: the refined channel-level pruning method based on
the layer-wise sparsity and channel-wise important indexes (SI-Pruning), and
layer-level pruning (LL-Pruning) to optimize DNNs. As for the acceleration at
the hardware level, we challenge to accelerate DNNs at the SIMD-instruction
level at first; Furthermore, we implement the acceleration of DNNs on FPGA.
To be exact, DNN optimization is to improve the efficiency of the feature ex-
traction capability of DNNs. In view of this, we further propose an enhanced
pooling function max-average pooling (FMAPooling) and an improved channel-
attention mechanism (FMAttn) to enhance the feature extraction capability of
DNNs.
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