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Abstract
Facial expression recognition (FER) has been studied widely up to the present because FER is highly
applicable. However, the COVID-19 pandemic forces people to wear face masks daily. A face mask
removes information necessary for FER from a face and contains unnecessary information such as color
and material. This paper aims to prevent the influence of meaningless regions for recognition, such as
masks and backgrounds, due to the use of the attention mechanism. To obtain the optimal attention
map, this paper has prepared two-stage networks. In stage 1, the network learns a simple task like
masked/unmasked classification to generate an attention map. In stage 2, we train the network and
use an attention map to guide the network to focus on the meaningful region to FER. As a result, the
accuracy of our proposal achieved 86.8% and is 2.5% higher than VGG. The experimental results have
proved the effectiveness of the proposed method.

1. Introduction

Facial expression recognition (FER) is one of the major recognition themes because this is
expected to be widely used in many fields, such as healthcare and smartphone applications.
Various deep-learning models have been proposed to achieve these goals until now[1]. Since
2019, COVID-19 has spread worldwide and forced people to wear face masks outside[2]. The
percentage of people wearing a mask in Japan is high in 2023. The demand for FER on masked
faces has increased. Wearing a mask covers most of the face with meaningful information
for FER, such as the mouth and nose. Additionally, masks have redundant features like color
and material. These have a negative impact on facial expression recognition. The attention
mechanism is one method that solves this problem. The attention mechanism dynamically
decides where to focus attention on input data and guides the classification network to focus
on the area around the eyes, and these issues are alleviated.
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Figure 1: Our FER system is divided into two stages. In stage 1, the network is trained to classify
input images into masked/unmasked binary classes and to generate an attention map. In stage 2, the
attention map guides the network to pay more attention to the region that is essential to Masked FER.
The network predicts which facial expression class the input image is classified into.

To resolve this problem, this paper proposes the FER system based on CNN that introduces
an attention mechanism divided into two stages. In stage 1, the network classifies whether the
input image contains a mask and generates an attention map from this learning. This attention
map has information about where to focus attention in the spatial direction of the input image
or feature map. Moreover, this stage also aims to stabilize the generation of the attention map by
learning a simple classification. In stage 2, the network performs classification by synthesizing
the feature map and the attention map obtained in the previous stage. Due to synthesizing
them, the region necessary for recognition is given attention, and the rest is ignored. In short,
the major contribution of the paper has two aspects:

• By generating and using the attention mechanism, our proposal prevents influence from
extraneous information such as masks and backgrounds. Our proposal also has improved
accuracy compared to other CNNs.

• Our method has dynamically achieved stable attention map generation without human
power like annotation and image processing such as landmark detection.

The remaining parts of this paper are organized as follows. Section 2 introduces the related
works. In Section 3, we propose our FER system. Section 4 shows the experimental method and
dataset. Section 5 reports experimental results. Finally, this paper is concluded in Section 6.

2. Related work

2.1. Deep Learning

Deep learning is one of the popular techniques of machine learning[3, 4, 5]. The reason deep
learning has been able to evolve so far is due to advances in hardware and the ease of acquiring
big data. In particular, CNN uses convolution layers and pooling layers to imitate the human
visual mechanism called the local receptive field. And CNN achieves high recognition accuracy.
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Lightweight models [6][7] and improvement models[8][9] have been proposed. These have
been applied in many fields up to now. These have been widely used as a base model for facial
expression recognition.

2.2. Facial Expression Recognition (FER)

FER is approximately divided into a static image-based FER network and dynamic-based FER
networks[1]. Especially, static image-based studies tend to be popular due to the ease of
statistical analysis and the availability of relevant training and test data. Static image-based FER
networks are categorized as ensembles[10], vision transformer-based networks[11], attention
mechanisms, and so on.

2.3. Attention Mechanism

One of the major problems in facial expression recognition is the occlusion problem. This
problem is that the face is partially hidden by obstacles such as glasses or hands. Wearing a face
mask falls into the category of this issue. To solve this, various attention mechanisms have been
proposed. Attention mechanisms’ approaches to occlusion problems are broadly divided into
two categories, such as patch-base-CNN[12][13][14] and attention-map-base-CNN. Patch-base-
CNN divides the face image into patch images based on facial organ points and independently
extracts feature vectors. After that, classification is performed by concatenating each feature
vector and inputting it into the fully connected layers. By weighting patches necessary for facial
expression recognition, the network pays attention to specific regions. Most of these studies
use landmarks as reference points for each facial organ. They are detected even if facial images
are partially hidden by obstructions. However, face masks cover most of the facial image, and
the detection rate of landmarks is not stable. Attention-map-base-CNN generates an attention
map that expresses where to pay attention in the spatial direction during training[15][16][17].
These networks combine feature maps with attention maps into weighted feature maps. Their
networks focus on the valid area for FER by using attention maps. FERatt[18] incorporates
the segmentation branch to generate an attention map. FERatt generates a mask image of the
face from the input image and uses it to reconstruct the image to remove the wasted region.
However, this method requires the mask image to be annotated by hand. The problem with this
approach is that it takes a lot of time and manpower. Attention Branch Network(ABN)[16] is an
end-to-end network that consistently performs feature extraction, attention map generation, and
classification. The method of generating attention maps is based on CAM[19]. ABN visualizes
the basis for classification decisions as well as achieves improved recognition accuracy in various
tasks by introducing an attention mechanism.

3. Proposed Method

As shown in Figure 1, our FER system consists of two-stages such as Masked/Unmasked
Classification and Facial Expression Classification.
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3.1. Stage 1: Masked/Unmasked Classification Network (MCN)

Figure 2: Masked/Unmasked Classification Network (MCN)

In stage 1, the Masked/Unmasked Classification Network (MCN) is intended to dynamically
generate the appropriate attention map from simple classification such as masked/unmasked
binary classification. MCN, designed based on ABN as shown in Figure 2, incorporates the
traditional recognition network structure and the Attention branch. The attention branch
compresses the feature map into a 1 channel by inputting the 1×1 convolution layer and outputs
it as attention maps. To ensure that the attention branch learns optimally, This branch also
makes a class prediction and calculates the loss. Accordingly, the overall loss function of this
network is determined by Eq1.

𝐿(𝑥𝑖) = 𝐿𝑎𝑡𝑡(𝑥𝑖) + 𝐿𝑝𝑒𝑟(𝑥𝑖) (1)

The output attention map is normalized from 0 to 1 by the sigmoid function before the final
output. The attention map output from the attention branch has different features depending
on the prediction class of the attention branch because of the different points of the GPA and
1×1 convolution layer response. If the network containing the Attention branch directly learns
to classify facial expressions, the appearance of the output attention map varies in accordance
with expression classes. To avoid this, MCN classifies whether the input image is masked or
not. When masked facial images are inputs, return a common attention map regardless of facial
expression. Moreover, expression recognition is a difficult task because it requires looking at
every detail of the face. It makes the generation of attention maps tricky. Thus, this network
replaces this with a simple classification like the masked/unmasked binary classification to
stabilize. When learning of this classification is complete, unnecessary nodes to output the
attention map are disconnected from the network which fixes the weight parameters of this
network. Therefore, MCN becomes a generator that returns an appropriate attention map for
the input images as shown in Figure 2 (b).
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Figure 3: Delete unnecessary nodes after learning

Figure 4: Facial Expression Classification Network (FECN)

3.2. Stage 2: Facial Expression Classification Network (FECN)

In Stage 2, Facial Expression Classification Network (FECN) uses the attention map to guide
the network to pay more attention to the region that is essential to FER when this network
classifies facial expressions. FECN combines feature maps generated from input images with
attention maps by hadamard product and outputs the final probability of each class as shown in
Figure 4. The attention map obtained from MFC is 𝑀(𝑥𝑖), and a feature map is 𝐹𝑐(𝑥𝑖). Weighted
feature map is defined 𝐹 ′𝑐 (𝑥𝑖), i.e., Eq.2.

𝐹 ′𝑐 (𝑥𝑖) = 𝑀(𝑥𝑖) ⊙ 𝐹𝑐(𝑥𝑖) (2)

Due to using this weighted feature map, this network is trained while ignoring the unnecessary
regions, including face mask and background.
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4. EXPERIMENTS

4.1. Dataset

Large amounts of data are required to train deep learning adequately. Unfortunately, it is
difficult to collect facial expression data, including masks. Moreover, these data are not widely
available. Therefore, in this paper, we create a new dataset by pasting a mask image on the
facial expression dataset called RAF-DB[20]. RAF-DB is a large-scale facial expression database
with around 30K great-diverse facial images downloaded from the Internet and includes subjects
of various ethnicities, ages, and genders. By 40 experts, these data were categorized into 7
classes such as angry, fearful, disgusted, happy, sad, surprised, and normal. We paste the
face mask image into this dataset following the method[21]. It detects facial contour points
(landmarks) from a face image and synthesizes a mask image according to the coordinates. In
reality, people wear face masks of various textures and colors, so in this experiment, white
non-woven cloth, black cloth, and gray cloth are equally included in the dataset as shown in
Figure 5. We removed data that cannot be visually classified as facial expressions and failed to

Figure 5: Example of mask pattern

paste a face mask. This experiment has prepared two datasets as shown in Table1. The first
dataset is the masked/unmasked dataset (MU-dataset), including unprocessed face images and
mask-wearing images to train the masked/unmasked binary classifier. MU-dataset has about
500 images for training and 100 images for testing and includes multiple emotions. The second
dataset is the Masked FER dataset (M-FER-dataset) containing expression classes. However,
the mouth has meaningful information in helping to distinguish between the emotions of fear
and surprise[22]. By wearing a face mask, it is difficult for both humans and computers to
classify these expressions. Therefore, this FER focuses on four target classes such as angry,
surprised, normal, and happy. M-FER-dataset has about 4000 images for training and 400 images
for testing. These datasets are performed parallel shifts and random horizontal flips as data
augmentation.
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Table 1
Datasets and classes

Dataset Classes Train Test
MU-dataset Masked face /Unmasked face 500 100

M-FER-dataset Angry/happy/normal/surprised 4000 400

Figure 6: Visualizing attention maps for each class. (a) are the attention maps that MCN outputs when
being input masked face images and (b) are the attention maps in case input is unmasked facial face. (c)
are the attention map outputs from ABN

4.2. Experimental Method

This paper compares the accuracy of our proposal with the VGGNet and simple ABN to elucidate
our superiority. Table2 indicates the dataset used by each network as well as whether each
network outputs the attention map. ABN and VGGNet are trained on M-FER-dataset to classify
facial expressions. In our proposal, the MCN is firstly trained on MU-dataset to generate the
attention map, and FECN is nextly trained on M-FER-dataset. This experiment used a GPU
device called GeForce RTX 3080 and Pytorch as the Python framework.

Table 2
Dataset used to train, Whether each network outputs an attention map

Network Dataset Attention Map
VGG M-FER-dataset -
ABN M-FER-dataset output

Ours Stage1:MCN MU-dataset output
Stage2:FECN M-FER-dataset -

4.3. Experimental results of Attention Map Output

Figure 6 visualizes the Attention Map. Both (a) and (b) are the attention map output from MCN,
which is trained on MU-dataset for masked/unmasked binary classification, while Figure 6 (c) is
the output from ABN, which is trained on M-FER-dataset for facial expression classification.
The color of the attention map refers to the strength of attention, and red means the highest.
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Figure 6 (a) is the attention map for each expression when masked facial images are input into
MCN, and Figure 6 (b) is the attention map in case unmasked facial images are input. As shown
in Figure 6 (a), MCN outputs a common attention map, which pays attention to the area around
the regardless of expression class when a mask image is an input. On the other hand, Figure
6 (b) means no attention is paid anywhere. Figure 6 (c) shows the attention map that ABN
outputs represent different appearances for each facial class. Attention maps of happiness and
surprise turn red around the eyes, but the others are irregular.

4.4. Experimental results of Facial Expression Classification

Table 3
Evaluation of Facial Expression Classifier

Network Angry Happy Normal Surprised Total(%)
VGG11 71.0 94.0 84.0 89.0 84.4
ABN 63.0 93.0 89.0 92.0 84.2

FECN(ours) 69.0 98.0 90.0 90.0 86.7

Table 3 shows that FECN has the highest total accuracy of all the models as well as FECN
achieves higher accuracy in happiness, anger, and surprise compared to VGG11. ABN has a
significantly lower accuracy class like angry. Thus, ABN had lower total recognition accuracy
than VGG11. Moreover, The anger class is less accurate in recognition for all facial expression
classifiers as shown in Figure 7.

5. Discussion and Future Work

5.1. Discussion

This experiment prepares ABN which directly is trained in FER to compare with our proposal,
which is divided into two-stage. When a masked face image is input to ABN, the output is
the unique attention map that depends on the input facial expression, as shown in Figure 6 (c).
In addition, difficult classifications such as FER make it hard to generate attention maps, and
Figure 6 (c) shows that the angry class is one example. When these unstable attention maps
are used as the attention mechanism, Table 3 indicates that recognition performance decreases
on the contrary. To avoid this situation, we replaced the learning to generate attention maps
with a simple classification. As a result, an attention map was generated focused on the area
around the eyes for all classes, as shown in Figure 6 (a). These attention maps make FECN pay
attention to the region that is meaningful to FER, such as the area around the eyes, and remove
extraneous information, including background and mask patterns. Table 3 shows our proposal
has achieved improved recognition accuracy on Masked FER.

5.2. Future Work

FER requires real-time performance. The network must also be lightweight so that it runs on
small devices. In this paper, our FER system is divided into two stages and trains different
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Figure 7: Confusion matrix of each facial expression classifier

networks at each stage. Thus, the number of parameters for the entire network considerably
has increased. Both MCN and FECN have their own feature extractors. Therefore, we aim to
solve this problem by having these feature extractors share weights.

6. Conculsion

As COVID-19 is spreading worldwide, people are forced to wear masks when going out. There-
fore, the demand for FER while wearing a face mask has increased. However, masks hide most
of the face as well as contain extraneous information such as the pattern and color of the mask.
To prevent these negative effects, our FER system has incorporated an Attention mechanism
and consists of two stages such as classification and facial expression classification. By dividing
our FER system into two stages, our proposal has succeeded in generating an attention map
that is closer to the ideal for this task than other attention models. As a result, our proposal
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achieved 86.7% recognition accuracy. In the future, the challenge is to reduce the size of the
network to decrease the number of parameters and amount of calculations.
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