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Abstract
We describe the systems submitted by the DH-FBK team to the HODI shared task, dealing with Homotransphobia detection
in Italian tweets (Subtask A) and prediction of the textual spans carrying the homotransphobic content (Explainability -
Subtask B). We adopt a multi-task approach, developing a model able to solve both tasks at once and learn from different
types of information. In our architecture, we fine-tuned an Italian BERT-model for detecting homotransphobic content as a
classification task and, simultaneously, for locating the homotransphobic spans as a sequence labeling task. We also took
into account the subjective nature of the task by artificially estimating the level of agreement among the annotators using a
5-classifier ensemble and incorporating this information in the multi-task setup. Moreover, we experimented by extending
the initial training data with oversampling (Run 1) and via generation of synthetic data (Run2). Our runs achieve competitive
results in both tasks. Finally, we conducted a series of additional experiments and a qualitative error analysis.
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Warning: This paper contains examples of potentially offensive content.1

1. Introduction
In recent years, social media use has increased globally,
with platforms enabling users to post, share and comment
about any topic at any time. With the increase of online
communication, proliferation of online hateful comments
has become a major problem. Natural language process-
ing (NLP) research is essential for the mitigation of online
hate speech, as it can help in understanding the phe-
nomenon and assisting in automating the process at a
large scale.

The NLP community has been tackling this problem
through the creation of datasets and models, especially
focusing on some of the most vulnerable communities,
such as migrants [2] or women [3]. The application of
automatic methods for detecting hate speech targeting
LGBTQIA+ people specifically is a recent development,
having been addressed for the first time in English and
Tamil [4] and more recentely in Locatelli et al. [5].

The evaluation task for Homotransphobia Detection
in Italian (HODI) [6] proposed at Evalita 2023 [7], aims
to explore homotransphobia on Twitter in Italian, taking
a deeper look into an issue that has not been adequately
addressed in either the global or Italian NLP communi-
ties. To this end, the task organizers released a dataset of
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6,000 tweets annotated for homophobic and transphobic
content (Subtask A) and highlighting the span range ex-
pressing it within the sentence (Subtask B), encouraging
the developing of models able to detect homotransphobic
content in an accurate and explainable way.

In this paper, we present the submitted systems by the
DH-FBK team for the two HODI subtasks. Based on the
hypothesis that the two layers of annotations provided
are highly correlated and thus knowledge sharing will
help with the completion of each task, we implemented
a multi-task architecture, similarily to the ones proposed
in Ramponi and Leonardelli [8] and Leonardelli and Ca-
sula [9]. This setup allows leveraging training signals of
related tasks at the same time by exploiting a shared rep-
resentation in the model. Specifically, we simultaneously
train a model on the two HODI subtasks, addressing Sub-
task A as a classification task, and the extraction of the
spans containing homotransphobic language (Subtask B)
as a Sequential Labeling (SL) problem, locating the spans
by BIO tags [10]. Importantly, this multi-task approach
allows to develop a unique model for addressing both
tasks, and we are one of the two teams who participated
in both tasks. Moreover, given the subjectivity of the
task, we add an auxiliary task to the multi-task config-
uration to incorporate information related to annotator
agreement. Previous studies have shown that training
on data with low agreement between annotators can
lead to a decrease in model performance [11]. However,
more recent research has shown that this depends on the
source of the disagreement and that the level of agree-
ment should still be taken into account when training
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[12]. Since disaggregated annotations are not accessible
to participants in the task, we estimate agreement levels
through the use of an ensemble of 5 classifiers, to imitate
annotator judgments, similarly to the work conducted
in Leonardelli and Casula [9]. Additionally, following
the organizers’ suggestion to increase the train size of
the data, we experimented with different methods for
augmenting the training size, i.e. oversampling [13] and
data generation [14].

Our best performing run (Run 1) achieved competitive
results, ranking 4th for Subtask A and 2nd for Subtask B.

Finally, we discuss the impact of the different elements
we combined in our models by conducting a series of ad-
ditional experiments in Section 5.2, showing the benefits
of augmenting training data, especially using oversam-
pling, and showing the relative beneficial impact of the
auxiliary task on agreement, which is effective only in
combination with oversampling and not with the syn-
thetic data. We then also conduct a qualitative analysis
to discover the most difficult cases.

2. The HODI dataset
The HODI dataset is composed of 6,000 Italian tweets.
The tweets have been collected from the 1st of May 2022
to the 31st of August 2022 using a set of 21 keywords
associated with language that might potentially target
minority groups victims of homotransphobia. Entries are
annotated following a two-layer scheme:

1. Homotransphobia detection: a tweet contains ho-
motransphobic language or not (binary).

2. Rationales detection (explainability): when a
tweet is considered homotransphobic, the span
of text that contains the homotranshphobic part
is highlighted (list of character positions).

3. Task description
The organizers provided participants with the HODI
dataset, described in Section 2. 5,000 annotated tweets
were released during the first phase of the competition,
out of which 2,008 labeled as homotransphobic. In a
second phase, the remaining 1,000 tweets were released
unlabeled as test data. The task is divided into two sub-
tasks, reflecting the layers of annotations of the dataset:

• Subtask A - Homotransphobia detection: binary
classification, the goal is to predict whether a
tweet is homotransphobic or not.

• Subtask B - Explainability: participants are re-
quired to predict the spans of homotransphobic
tweet that were responsible for the homotrans-
phobic label of the tweet.

The metric used for evaluation of Subtask A is macro-
F1, while character-based F1 is used for evaluating Sub-
task B, similarly to Pavlopoulos et al. [15].

4. Methods

4.1. Multi-task setup
To exploit the strong correlations between the annota-
tions of Subtasks A and B, we used a multi-task learning
setup [16], showed in Figure 1. Our model is trained
simultaneously on tasks relative to both levels of anno-
tation and, by utilizing a shared representation, all the
available information is available to the model. More-
over, the tasks under scrutiny are highly subjective. For
instance, we observed some inconsistencies across sen-
tences (for example articles being included/excluded in
spans). To leverage the uncertainty around words that
are potentially ambiguous, and given that no informa-
tion about agreement among annotators was released,
we ‘artificially’ created an agreement label by using the
agreement of an ensemble of 5 classifiers. This procedure
is described in more detail in Appendix A. In summary,
we use three tasks for our multi-task model: two main
tasks corresponding to the two annotation levels (and
subtasks) of HODI, and an additional auxiliary task rel-
ative to synthetic agreement. The three tasks can be
summarized as:

• Homotransphobia (Subtask A): binary classifica-
tion of homotransphobia.

• Explainability (Subtask B): annotations for this
task are released at character level. We convert
each sentence from character to word-level an-
notation, and associate each word to a label for
whether it belongs to the homotransphobic span
(Explainibility). Moreover, since often spans are
comprised of entire phrases, annotations followed
sequence labelling, using a BIO tagging scheme
[17] in which each word can be at the beginning,
inside or outside of a span. After converting the
data into this format, Subtask B can be carried
out as a sequence labelling prediction task.

• Agreement on Subtask B: it is addressed as se-
quence labelling at word-level. It can assume
values between [0-5], reflecting how many of the
5-classifier ensemble, described in Appendix A,
predict a specific word in agreement with the gold
label of Subtask B.

4.2. Synthetic Data
The use of synthetic data has been proposed as a method
to increase the amount of available training data for hate
speech and offensive language detection tasks, especially



Figure 1: The multi-task configuration of the model we used for Subtask A and B predictions.

when relying on machine-generated data [18, 19]. Al-
though data augmentation using generative models has
been found to not always be reliable in improving mod-
els [14], we aim at exploring whether it can help the
performance of our models for the HODI task.

A widely used method of generating synthetic data
consists in fine-tuning a generative model on annotated
data and then using it for generating new sequences.
These generated sequences are then passed through a
classifier in order to confirm the label assignment made
by the generator, since generative models are not always
reliable in their label assignment [20].

While the majority of works that exploit model-
generated data for the detection of offensive language
have no particular focus on any target category or phe-
nomenon, our experiments are focused on specifically
detecting homotransphobia. Because of this, the gener-
ated texts should be correct regarding both the label and
the focus on the phenomenon. In part due to this, and
in part to the limited availability of generative large lan-
guage models for Italian, we decide to generate new data
using an encoder-decoder model trained on Italian, IT5
[21], in its 738M-parameter (large) configuration. The
details of our data augmentation process can be found in
Appendix B.

Given that the augmentation process provides us with
synthetic examples annotated for Subtask A (Homotrans-
phobia detection), but not for Subtask B (detection of
rationales), we additionally estimate Subtask B labels for
the generated instances, using the model of the first sub-
mitted run (generated data were used only in run2), while
the agreement for the auxiliary task was estimated using
the ensemble classifier described in Appendix A.

4.3. Experimental Setup
The models developed for the two runs submitted by our
team, are both based on a pre-trained Italian BERT 2. For
fine-tuning the models in the multi-task setup described
in Figure 1, we employed the MaChAmp v0.2 toolkit [22],
a tool that supports a variety of standard NLP tasks out-of-
the-box, also in a multi-task setup. We employed the pre-
trained BERT as our shared encoder for all tasks, while a
separate decoder is utilized by each task. We fine-tuned
the model (110M parameters) for 15 epochs on a single
GPU 3, using default MaChAmp hyperparameters4. For
the training process, we assign each class equal weight to
guarantee minority classes are not underrepresented. We
introduced also loss weights for the multi-task learning
loss, calculated as 𝐿 =

∑︀
𝑡 𝜆𝑡𝐿𝑡, where 𝐿𝑡 accounts for

the loss for task 𝑡 and 𝜆𝑡 being the respective weighting
parameter. We set 𝜆𝑡 = 0.8 for the primary tasks, and
𝜆𝑡 = 0.5 for the auxiliary tasks.

4.4. Submitted Systems Description
For the competition, we submitted two different runs
with predictions by models created using the same setup
described in Section 4.3 and Figure 1, but trained on
different sets of data. Starting from the suggestion from
the organizers to augment the size of the training set, we
experimented with oversampling and data generation in
the following way:

• Run 1: the data made available from the organiz-
ers are oversampled by repeating them twice.

2dbmdz/bert-base-italian-cased
3NVIDIA Titan Xp
4Defaults MaChAmp hyperparameter settings used for all our

experiments; Optimizer: AdamW; 𝛽1 , 𝛽2 = 0.9; Dropout = 0.2; Batch
Size = 32; Learning rate = 0.0001



• Run 2: In addition to oversampling the HODI
data, similarly to run1, we add 4,000 synthethi-
cally generated examples (see Section 4.2).

We split HODI data into 90% training set and 10% de-
velopment set. For Run2, the synthetic examples were
added to the training set.

5. Evaluation

5.1. Results
Table 1 shows the official results of our submissions for
Subtasks A and B. All runs for both tasks beat the orga-
nizers’ baseline.

For Subtask A we report macro-averaged F1 score and
overall rank of our runs, as well as those of the teams
who performed better than us and the baseline. Our best
performance (Run 1) obtained a macro F1 score of 0.795,
ranking 4th out of 18 submitted runs (3rd out of 8 teams),
while run 2 ranked 7th out of 18 submissions (4th out of 8
teams).

For Subtask B we report the overall ranking, given that
the leaderboard is short and only another team partic-
ipated in Subtask B. One run of the other team partici-
pating in this task beat our result, while our best scoring
run (Run 1) ranked 2nd.

Table 1
Overview of the results

Subtask A Run F1 Team
1 Run 3 0.8108 metzi
2 Run 2 0.8 metzi
3 Run 1 0.7959 odang4hodi
4 Run 1 0.7950 DH-FBK
5 Run 2 0.7942 extremITA
6 Run 2 0.7920 odang4hodi
7 Run 2 0.7837 DH-FBK

...
13 - 0.6691 baseline_a
19 ...

Subtask B
1 Run 2 0.723 extremITA
2 Run 1 0.705 DH-FBK
3 Run 2 0.701 DH-FBK
4 Run 1 0.66 extremITA
5 - 0.205 baseline_b

5.2. Additional experiments
Regarding the impact of generated data, when adding
the synthetic data in the training (Run 1) performance
decreases in both tasks, showing that the augmentation
with generated data does not improve the generalization
of models compared to oversampling. In fact, we hy-
pothesize that the addition of synthetic data might push
models to be over-reliant on specific identity terms or

profanities, hurting its generalization capabilities, a phe-
nomenon that has been observed in data augmentation
using generative models [14]. Moreover, to dissect the
impact of oversampling and the impact of the auxiliary
task, we run a series of additional experiments5. Results
are shown in Table 2. To evaluate the role of oversam-
pling we replicate the setup of the two submitted runs
but omitting the oversampling of the HODI data from
the training (Exp 1 and Exp 2). By comparing results
(Run 1 vs Exp 1 and Run 2 vs Exp 2), we can observe how
oversampling the data is generally beneficial, especially
if no synthetic data are used. Moreover, in Exp 3 and Exp
4 we replicate the submitted experiments but exclude the
auxiliary task. By comparing Run1 and Exp 3, we can
observe how in this case the task is indeed beneficial,
while it is not when comparing Run 2 and Exp 4, where
synthetic examples are part of the training data. This
suggests that the estimation of agreement for generated
data might not be informative.

5.3. Qualitative Error Analysis - Subtask A
To perform a qualitative analysis on the most problematic
tweets, we isolated the tweets that were incorrectly clas-
sified by all models in Table 2. The most consistent false
negative regards the missed detection of tweets contain-
ing a specific offensive slang word (f*mminiello). One
possible reason is that this word is not generally com-
mon (as it belongs to a local language variety), and it
was not present in the training set. Observing the posts
incorrectly classified as homotransphobic by the models,
we identified (doubtful) sense of humour or metaphorical
expressions (andare a fare in culo, essere fr*cio col culo
degli altri ) as possible reasons. Another possible reason
could also be over-reliance on specific terms.

6. Conclusions
We described our participation to the HODI evaluation
task at Evalita 2023. We used a multi-task learning ap-
proach to share representations between the two tasks
involved and, additionally, considering the subjectivity
of the task, we incorporated inter-annotator agreement
information into our framework, estimating them with
a 5-classifier ensemble. We experimented augmentation
of the training data available by oversampling them and
via generated data. We were one of the few teams who
participated in both tasks, and our systems performed
competitively.

Moreover, we conducted an analysis on the role and
impact of the various aspects we combined. Our results
show oversampling is generally beneficial, especially

5The organizers released the labels for the test set after the
closing of the evaluation phase



Table 2
Classifier performance by varying the subsets of the training set and the auxiliary task

Exp. Multi-task setup Training F1 subtasks
main auxiliary on size A B

Run 1 (sub) subtask A & B ens.-agr. 2 x data 10,000 0.795 0.705
Run 2 (sub) subtask A & B ens.-agr. 2 x data + synth. data 14,000 0.784 0.701
Exp 1 (post) subtask A & B ens.-agr. data 5,000 0.787 0.692
Exp 2 (post) subtask A & B ens.-agr. data + synth. data 9,000 0.789 0.691
Exp 3 (post) subtask A & B - 2 x data 10,000 0.785 0.694
Exp 4 (post) subtask A & B - 2 x data + synth. data 14,000 0.788 0.698

when combined with the auxiliary task on agreement.
The usage of generated data instead has limited bene-
fits, compared to oversampling or additional auxiliary
tasks. Finally, performing a qualitative analysis on the
most frequent causes of error, we identified specific ho-
motransphobic slang terms that were problematic to be
identified by our models.
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Appendix

A. Ensemble agreement
For posts (of the training set) that were annotated as
homotransphobic, we aim at obtaining an approxima-
tion of the agreement level on each word of the post,
as being considered part of the span is correlated with
labeling the post as homotranspophobic. This informa-
tion is then exploited as additional information in our
multi-task training setup, specifically as an extension to
the sequence labelling prediction of Subtask B.

We split the training data 𝑋 provided by the HODI
organizers in 5 folds 𝑋1, 𝑋2, ..., 𝑋5, creating 5 separate
train/validation splits, being careful that each item of the
train appears in the validation set of one fold. We employ
an ensemble of classifiers, a method first suggested by
Leonardelli et al. 2021 [11], where each classifier of the
ensemble is trained using slightly different configura-
tions by varying the initial conditions such as the initial
seed and the number of epochs, so that the 5 classifiers
produce similar but not identical predictions. The clas-
sifiers are produced in the multi-task setup showed in
Figure 1, but without the Auxiliary Task on agreement.
In this manner, we have ensemble predictions for each of
the entries of the training data. Based on the predictions
of the classifiers, we assign ensemble agreement labels
to the validation set (at a word-level) of the current fold
based on how many classifiers agree with the actual gold
annotation. The ensemble agreement label is thus a num-
ber between 0 and 5. We consider this information as
proxy for item’s difficulty and annotators’ disagreement.
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B. Data augmentation pipeline
The pipeline we follow for augmenting the available data
for the task is as follows:

1. We fine-tune a classifier (in our case a BERT-base
model trained on Italian) 2 on the HODI training
data.

2. We fine-tune IT5-Large on the same training data,
formatting the task so that the input is ‘Scrivi un
tweet:’ or ´Scrivi un tweet omotransfobico:’ (‘Write
a tweet:’ or ´Write a homotransphobic tweet:’) de-
pending on the gold label of each example, and
the output is the actual post.

3. We use the fine-tuned IT5 model to generate new
data, using the same type of input we use in Step
2.

4. We filter the generated data using the fine-tuned
classifier from Step 1, keeping only the examples
for which the label assignment is the same for
the classifier and the generator [20, 14]. We addi-
tionally remove duplicates and normalize URLs
as URL.

5. We rank generated examples based on the confi-
dence of the classification model we used for fil-
tering, retaining the top 2,000 examples for each
class. This number is chosen in order to ideally
double the size of the dataset, and we use gener-
ated examples that are equally split among the
labels so as to artificially mitigate the class imbal-
ance.
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