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Abstract
Disinformation is one of the main problems of today’s society, and specifically the viralization of fake
news. This research presents ELAINE, a hybrid proposal to detect the veracity of news items that
combines content reliability information with external evidence. The external evidence is extracted from
a scientific knowledge base that contains medical information associated with coronavirus, organized in
a knowledge graph created from a CORD-19 corpus. The information is accessed using Natural Language
Question Answering and a set of evidences are extracted and their relevance measured. By combining
both reliability and evidence information, the veracity of the news items can be predicted, improving
both accuracy and F1 compared with using only reliability information. These results prove that the
approach presented is very promising for the veracity detection task.
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1. Introduction

The proliferation of mis- and dis-information is one of the main problems associated with
today’s digital society. Disinformation needs misleading content, readers who are likely to
believe it, and a powerful means to achieve viralization. [1] presents an analogy between an
epidemiological concept and the phenomenon of disinformation: the disinformation triangle.
This conceptual model is based on George McNew’s model that reflects the interaction between
the three factors that cause disease: pathogen, host, and environment. [1] transfers this concept
to that of disinformation to show that, just as the presence of the three factors mentioned above
is necessary for a disease to occur, the simultaneous presence of three factors is also necessary
for information to go viral: the fake news item (pathogen), the reader (host), and the digital
platform (environment).

Currently, there have been several attempts to disprove fake news with manual fact-checking
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techniques1 performed by journalists and communication professionals [2], but the speed of
viralization, made possible by the digital ecosystem, makes it necessary to apply Artificial
Intelligence (AI) algorithms, specifically Natural Language Processing (NLP) techniques and
knowledge-based representations that provide evidence and indicators of reliability and veracity.
The purpose is to alert the reader to a possible case of fake news. Assessing the veracity of
information in a news item implies necessarily assessing both content and context signals [3].
Content signals can be determined by only considering the text or content of an article, whereas
context signals require using external and world knowledge.

Content-based approaches currently focus on the study of linguistic aspects of falsehood by
identifying different types of falsehoods [4] [5] [6]. Context-based approaches, on the other
hand, tend to search for news on official fact-checking websites to determine the veracity of
the news. This approach to the problem has the disadvantage that if the news has not been
previously debunked for any reason, even if false, it cannot be detected by the system [7] [8].
Within context approaches, the relationships between publishers, news items and readers are
also exploited to predict fake news [9]. Hybrid approaches combine content and context from
different perspectives to detect disinformation [10].

This paper presents a novel hybrid methodology for the detection of disinformation and,
more specifically, for the prediction of the veracity of a news item. The main contribution of
this paper is to demonstrate that this evidence-aware methodology improves on a strategy that
is based purely on the content reliability of a news item when detecting veracity since veracity
highly depends on external world knowledge. The source code of the algorithms and datasets
used in the experiments are publicly available2.

2. Background

2.1. Automatic Disinformation Detection

An important part of disinformation detection research consists of building appropriate datasets
to train Machine Learning (ML) and NLP models. In this sense, numerous corpora have been
created so that models can learn from real examples of disinformation created by human experts.
According to the literature reviewed, most corpora created to address this task use a binary
classification, categorizing news as Fake or True, or Fake or Real [11][12]. Others, such as those
focused on fact-checking tasks, use a fine-grained scale of labels that cover several degrees of
veracity [13] [7]. However, in all cases, the annotation is global for the whole document, and the
veracity or credibility of the different parts of the document are not considered. This single global
classification of news, whether with binary or multiple values, depends on external knowledge,
such as fact-checking platforms3. Furthermore, few datasets use a reliability classification and
usually this classification is applied on the basis of the source’s credibility [14] and not of purely
textual or linguistic characteristics [15].

In our research proposal, Spanish news items related to the COVID-19 pandemic are used
to address the lack of resources in languages other than English. To the author’s knowledge,

1International Fact Checking Network: https://www.poynter.org/ifcn/
2https://github.com/cbadenes/elaine
3https://toolbox.google.com/factcheck/apis
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approaches that address the disinformation task in Spanish [16] are scarce, since they are usually
applied to English. Regarding COVID-19 disinformation detection, [17] built a detection system
that uses ML to identify misleading information using reliable sources such as the World Health
Organization, UNICEF, and the United Nations to collect ground-truth data and train ML models,
concluding that collecting this information was effective for the task. [18] use MisRoBÆRTa,
a novel transformer-based deep neural ensemble architecture for misinformation detection.
They used a 100,000 real-world news article dataset labeled with 10 classes. [19] proposes a
comprehensive approach that includes a two-phase detection and tracking. In the detection
phase of the study carried out, several standalone and ensemble machine learning methods
were applied on the Arcov-19 dataset. In the tracking phase, several similarity-based techniques
were used to obtain the top 1% of similar tweets to a target tweet/post, which helped to find the
source of the rumors.

Annotated datasets, as the ones presented in the literature, can help generate models that are
capable of detecting indicators of veracity but will be limited by the constant creation of fake
news that may not have appeared in the machine-learned examples and thus go undetected. In
that sense, our proposal uses as a base a reliability annotated dataset, since this feature does not
depend on external knowledge. However, it supports the veracity decision by combining the
reliability of the content with external evidence extracted from scientific knowledge.

In summary, along with purely linguistic approaches [4] [5] [6], those based on the use
of external knowledge have also been applied in the literature to determine the veracity of
the elements within a news item. This knowledge can be structured in knowledge graphs, as
subsequently indicated, or by retrieving information from websites or reliable documentary
sources that provide the necessary data to verify or discredit information [20].

2.2. Evidence based on Knowledge Graphs

Knowledge Graphs (KG) have proven to be a valuable resource to structure data and provide
knowledge extracted from document collections [21, 22]. Many Question Answering (QA)
systems have been adapted to this graph-oriented context, leading to KGQA systems. Informa-
tion is retrieved from graphs rather than documents or relational databases, and the methods
commonly used in QA tasks are adapted to the particularities of graphs [23]. The entities or
concepts mentioned in the question do not reside in a text or in a table row in a database but
are resources in the KG with a unique identifier. Entity-linking techniques are then required to
discover the graph resources, and the natural language question is usually transformed into a
formal query to explore the knowledge graph (e.g. SPARQL, Cypher) [24].

Many KGQA systems emerged during the pandemic mainly due to the availability of clinical
corpora, but also the need to obtain answers to questions oriented to coronaviruses. They aim
to find relevant information within the massive literature [25]. However, their use to validate
information has not been extended. The main challenges that must be overcome are to provide
not only the answer, but also the evidence that supports it, and to infer the questions that allow
a statement to be validated. Regarding the field of disinformation and fake news, different works
in the literature have applied knowledge graphs to address the research problem [26, 27].

Our contributions are: firstly, a hybrid architecture that combines the content reliability
annotation of news items with the evidence-aware context, where external knowledge is used to



support veracity classification of the news item by extracting evidences from scientific literature.
This makes it unnecessary for the news item to be previously fact-checked. Secondly, the
approach is applied to Spanish news, thereby addressing the lack of resources on languages
other than English.

The next section presents the architecture, which has been developed in two layers: the
reliability of the content and the evidence-aware context.

3. ELAINE’s Architecture

Reliability content information is combined with context information to uncover technical
evidence from scientific publications on the health domain. Specifically, Spanish news items
related to the COVID-19 pandemic were selected to provide much needed resources in languages
other than English. Our approach is based on a QA system that combines knowledge graphs
and documentary corpora to provide answers in natural language from natural language
questions [28]. We have taken advantage of a knowledge graph created from the CORD-19
corpus that semantically represents associations between drugs and diseases or symptoms based
on scientific publications on coronaviruses in the last 50 years [29]. The QA system provides
not only answers, but also evidence in the form of textual paragraphs that supports the answer.

A two-layer architecture is proposed in a pipeline. Figure 1 depicts the two main components
on which ELAINE’s architecture is based and whose outputs will be used to determine the
veracity of the news. First, the content reliability layer determines the news item’s essential
elements of information, assigning a reliability value to them according to the reliability criteria
of the annotation schema presented in [30]. Based on the reliability of the elements of the
news item, a global reliability of the news item is also obtained. Second, the evidence-aware
context layer uses the elements of information previously extracted to infer questions that
assess the veracity of the news item. It then retrieves evidence from the answers and measures
its relevance to verify the facts. Finally, using both content and context features, the veracity of
each news item is obtained.

3.1. Content Reliability Layer

Considering the definition of veracity as “the quality of being true” and the definition of reliability
as “the quality of being likely to be correct or true”4, and using as a starting point previous
research in which only news content is used [30], this layer determines the reliability of the news
item. Veracity and reliability are closely related concepts, as fake news often includes a mix of
reliable and unreliable information items. Thus, determining the content reliability/unreliability
signals is a feasible approach to be used in a veracity detection pipeline since there is a direct
relationship between the veracity of a news item and the reliability of the information contained
in it [31]. In view of this connection, this first layer focuses on detecting reliable and unreliable
information in Spanish news texts, without using external knowledge, and based exclusively on
the news content and a set of reliability criteria.

4https://www.oxfordlearnersdictionaries.com/
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Figure 1: ELAINE’s architecture.

The reliability content layer contains two components based on previous research [30]
concluding that the structural parts and essential content of a news piece have specific reliability
values, which influence the overall reliability and veracity value of the news story. This scheme
is based on the idea that, although there are different ways of writing a news story, there are
two key principles on which all well-built news should be based: neutrality and the inverted
pyramid structure [32]. Thus, the objectivity of a news piece may depend on these two factors,
so the detection of unusual deviations from these accepted journalistic norms could provide a
clue to detect fake news.

Structure and 5W1HComponent: organizes the text according to two levels of information
representation. First, the news story is divided according to the journalistic structure (i.e. TITLE,
SUBTITLE, LEAD, BODY and CONCLUSION), and then the 5W1H elements of each part of the
structure are determined. After this procedure, news items are annotated with structure and
5W1H labels.

5W1H Reliability Component: determines the reliability of each of those parts previously
detected and predicts the reliability of the news piece using the reliability of the different 5W1H
items. The reliability criteria presented in this proposal focus on the principles of accuracy and
neutrality. The more in depth criteria are presented in [30].



3.2. Evidence-aware Context Layer

Verification by context requires a knowledge base from which to find evidence that helps to
validate a claim. The information available in the knowledge base is assumed to be reliable, and
can be organized in a structured way in knowledge graphs or unstructured in documentary cor-
pora. Specifically, our knowledge base [29] contains information on medications and symptoms
associated with the coronavirus organized in a knowledge graph created from the CORD-195

corpus, which contains scientific publications on SARS-CoV-2, MERS, and COVID-19. The
access interface is based on a natural language QA system [28] that retrieves answers combining
the information of the knowledge graph with the content of scientific articles. However, the QA
system cannot directly verify the validity of a claim (e.g. “Is it true that the vaccine is effective?” ),
since it does not support logical reasoning. We have extended the QA functionality in three
steps to provide evidence that helps verify a claim: (1) dynamic question creation, (2) evidence
validation, and (3) relevance measurement.

Dynamic Question Creation: The first step consists of the dynamic generation of questions
from a statement. We use structure and reliability annotations and a generative language model6

trained with the SQUAD 2.0 dataset [33] to create questions in a given context. From an assertion
(e.g. “Janssen asks the EU to approve a single-dose vaccine that will speed up immunization”) and
the 5W1H annotations (e.g. “Janssen” (Who), “the EU ” (Who), and “single-dose vaccine approval”
(What)), the context is constructed with the statement itself and removing its annotations (i.e.
“What”, “Who”, ..) to create incomplete sentences (e.g. “asks the EU to approve a single-dose
vaccine that will speed up immunization” or “Janssen asks to approve a single-dose vaccine...”).
The questions may be specific enough to extract evidence (e.g. “What is the name of the vaccine
that will speed up immunization?”), but others may be too general (e.g. “What is Janssen asking
the EU to approve?”). We measure the specificity by calculating the cosine similarity of the
vector representations, based on sentence transformers, of the questions with respect to the
original statement. We define a similarity threshold to filter suitable questions that after the
experiments is set to 0.6.

Evidence Validation: Once the questions are available, we use the coronavirus QA system7

to retrieve evidence from the knowledge base. An evidence is a paragraph where the answer to
the question is mentioned. To validate whether an evidence is related to the original statement,
not to the question, we check that it covers the annotations (i.e. 5W1H). Specifically, we review
that the entities, identified by Named Entity Recognition (NER) techniques, within the 5W1H
annotations are also mentioned in the evidence (e.g. “Janssen” and “EU ”). Evidence that does
not contain these entities is discarded.
Relevance Measurement: Finally, we must measure the relevance of the evidence with

respect to the statement. The content of the evidence is reduced using summarization techniques
based on transformers to remove any noise present. Next, we calculate its relevance by applying
a Textual Entailment (TE) procedure to determine the directional relation between text fragments.
The relation holds whenever the truth of one text fragment follows from another text. In the
TE framework, the entailing and entailed texts are termed premise and hypothesis, respectively.

5https://allenai.org/data/cord-19
6https://huggingface.co/allenai/t5-small-squad2-question-generation
7https://drugs4covid.oeg.fi.upm.es
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The evidence is our premise, and the statement is hypothesis. Thus, the evidence can be in
contradiction to or in support of what is stated, or evidence can be neutral in the case of
inconclusive evidence either way.

3.3. Veracity Classifier

The veracity of a news item depends on the reliability of its content and the evidence of its
claims. The relationship between both aspects, based on the content and context of the news, is
reflected in the following decision tree.

Figure 2: Veracity of a news item based on content reliability and evidence-aware context.

A news item is considered TRUE when it is reliable. However, when the content is not
reliable, the evidence of the statement is verified. A news item is verifiable when it is possible to
verify most of its statements. And a statement is verifiable when there is at least one entailment
evidence or more than one neutral evidence. Otherwise, the statement is not verifiable. If a news
item has more verifiable statements than unverifiable ones, it is considered TRUE. Otherwise, it
is considered to be FAKE.

3.4. Evaluation Environment

The main contribution of this paper is to show that combining content reliability and evidence-
aware context is more effective for detecting veracity than a strategy based purely on the content
reliability of a news item. Because reliability detection is beyond the scope of this paper, we
used a previously annotated dataset with: i) the structure and 5W1H items; ii) the reliability
information of each item; and, iii) the news item’s global reliability value. A detailed description
of the input data set is provided, as well as evaluation measures and a detailed description
of the experiments performed. The source code of the algorithms, the data sets used in the
experiments and the evaluation logic is available in the following repository8.

8https://github.com/cbadenes/elaine
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3.5. Datasets

To evaluate the benefit of incorporating scientific evidence into the veracity detection architec-
ture, the news items used in the experiments were annotated not only with the veracity value
(true/false), which will be used to evaluate the predictions, but also with the reliability of the
news item as well as that of each essential content item within it. The dataset used in these
experiments comprises three subsets of news built with different strategies:

• Coronavirus Pandemic News: contains 100 non-technical news items related to coron-
avirus pandemic that were manually retrieved from several Spanish digital media (52/48
True/Fake).

• COVID-19 News: contains 116 news items related to COVID-19 automatically pre-
annotated with the 5W1H elements (112/4 True/Fake).

• Health News: contains 55 news articles (and social posts) retrieved from the Spanish
Fake News Corpus Version 2.0 [34, 35, 16] (27/28 True/Fake). This dataset covers several
topics and includes variants of Spanish.

Table 1 describes the different subsets used in the experiments.

Table 1
Corpora description

Corpus Language Format Fake True Total

Pandemic News Spanish (colloquial) News 48 52 100
COVID-19 News Spanish (technical) News 4 112 116
Health News Spanish (variants) Social Posts 28 27 55

Full Dataset — — 80 191 271

3.6. Experiments Description

In order to evaluate the improvement of the hybrid proposal, the commonly used NLP measures
(accuracy, precision, recall and F-measure) are used. The corpora used in the evaluation contain
news items previously verified as true or false, which are usually paragraphs of text (e.g. “With
the outbreak of the coronavirus that has affected many countries around the world, not only in
health...”). A Reliability performance experiment has been performed to predict the veracity
of the news items by using only the reliability information of the 5W1H elements and the global
reliability of the news item. A baseline approach is applied considering as True news when it is a
reliable news and Fake news when is unreliable. The reliability values were manually annotated
for this work in order to measure the validity of evidences without possible errors derived from
automatic reliability prediction. Moreover, a Reliability + Evidence performance experiment
has been performed to predict the veracity by combining reliability and evidence as described
in the decision tree in Figure 2. This strategy takes advantage of the 5W1H annotations and the
reliability value of the previous strategy to analyze evidence that helps to evaluate the veracity
of a news item. It proves to be a feasible approach for detecting veracity.



4. Results and Discussion

Table 2 shows all the datasets trained. The first subset (Pandemic News) contains news about
COVID-19 but its main characteristic is that the verifiable element is not necessarily the
coronavirus. That is, the critical information in the news may be a non-scientific-technical
agent (e.g. “Some members of royalty have suffered the effects of the coronavirus...”), or contain
indeterminate temporary information (e.g. “...which already affects more than 1500 people in
Spain”) or is focused on non-clinical effects of the pandemic (e.g. “...a trucker tells us that he
carries masks, respirators and all kinds of sanitary material and how...”). The main difference
between the two strategies lies in the volume of correctly identified news. While the two
approaches show similar behavior when considering false news as true (i.e., similar precision),
the evidence-based approach discards less true news than the reliability-based approach (i.e.,
higher recall). In this way, the volume of true news increases without reducing the quality of
identifying true news.

The second subset (COVID-19 News) also contains news about coronavirus in Spanish. More
technical language is used in this subset, and the core of the information to be verified is mainly
clinical (e.g. “...it was announced in China that Egyptian scientists have discovered a vaccine
that allows the healing...”). The technical and specific feature of the dataset supports the high
performance for all the strategies, specifically the use of evidence, since our knowledge graph is
built from scientific publications. The key point lies in coverage, that is, handling false negatives,
or when news that is true is considered Fake. Using evidence better covers that scenario and
adds to reliability with better performance, as our hybrid approach demonstrates. For news
that was already considered true through reliability, it is not necessary to resort to evidence.

In the third subset (Health News), with 55 news items, after an exhaustive analysis of the
news, some peculiarities were detected. It contains five news items from social networks (12.73%
of the total of this third dataset), more specifically Facebook in this case, and two news items
from a satirical website (ElMundoToday9). Anomalies may arise when processing news items
automatically from these sources as the search is based on scientific evidence. Moreover, as
explained in subsection 3.5, this dataset contains generic health news, some of them related
to COVID-19, but not from a clinical perspective. This means that a search for evidence in
our specific COVID-19 knowledge base will not result in these types of news items being fully
corroborated. This same situation is relevant to the first subset, with general-domain news
regarding COVID-19. These types of news items were related to situations that are less scientific
and more collateral to the pandemic itself.

The joint analysis of the three subsets (Full Dataset) demonstrates, as it is also appreciated
separately, that the combined use of reliability and evidence to verify the news is the most
robust strategy. This hybrid process almost completely reduces false negatives (true news
that is considered fake), as demonstrated by its recall value, and also reduces false positives
(fake news that is considered true), as demonstrated by its precision value. The capability to
correctly identify true news and fake news is also shown with a higher accuracy value. In short,
it seems that the weakness of the reliability strategy when identifying true news as fake news is
mitigated by incorporating evidence analysis based on knowledge graphs. Furthermore, given

9https://www.elmundotoday.com/
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the difference in the evaluations using the different types of news sources, future lines of research
could benefit from including source credibility or source features to improve performance in
veracity detection. This would enable evidence to be discovered in more suitable knowledge
bases.

Table 2
Performance in pandemic news

Pandemic News

Strategy Precision Recall Acc F_1

Reliability 0.52 0.90 0.51 0.66
Reliability + Evidence 0.52 1.0 0.52 0.68

COVID-19 News

Reliability 0.98 0.54 0.55 0.70
Reliability + Evidence 0.97 0.99 0.96 0.98

Health News

Reliability 0.77 0.89 0.82 0.83
Reliability + Evidence 0.49 1.0 0.49 0.66

Full Dataset

Reliability 0.72 0.69 0.59 0.70
Reliability + Evidence 0.70 0.99 0.70 0.82

5. Conclusions and Future Work

This paper presents ELAINE, a novel hybrid proposal that combats disinformation in Spanish
news by predicting the veracity of news items. The proposal combines the content reliability
information of news items with external context information to uncover technical evidence
from scientific publications related to the coronavirus. Our approach demonstrates how the
extraction of external knowledge can enable veracity detection more robust than that based
solely on news content. Thus, the proposed architecture is constructed with two layers. The first
one includes extracting the essential information of the news (Journalistic news structure and
the 5W1H) and the reliability of each of these essential information items, as well as the overall
reliability of the news item. Using the output of this first layer, the second layer extracts external
evidence of the essential parts of the news item and measures their relevance. Finally, using both
the reliability and the evidence, the veracity of the news item is obtained using a decision tree.
The proposal was evaluated with three different corpora on health news, significantly improving
accuracy and F1 results by comparing the approach that uses only news content reliability with
the hybrid approach that combines this information with evidence extraction (from 0.59 to 0.70
Acc, 0.70 to 0.82 F1). These results demonstrate the feasibility of our proposal. Future work
could use other external sources to detect false information in more general domains and not
only in the technical coronavirus domain.
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