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Abstract

In this paper, we critically examine the limitations of the techno-solutionist approach to explanations
in the context of counterfactual generation, reaffirming interactivity as a core value in the explanation
interface between the model and the user.
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1. Introduction

Progress in the performance and efficiency of automatic decision-making systems has incen-
tivized Al-based solutions in pervasive and impactful contexts of daily life, such as finance,
healthcare, and transportation. A problematic aspect of these models is the lack of explainability.
It is difficult to provide the reasons behind the automated decisions due to the complexity of
the process and the large amounts of data required. In some sensitive real-world contexts,
accounting for the algorithmic decision is necessary for the user to understand and contest the
motivations behind the system’s output. This is especially important when the outcome strongly
impacts human life or has harmful consequences. Moreover, recent policies such as the GDPR
(General Data Protection Regulations) [1, 2] claim the relevance of appealing in case of rejection,
i.e., to request what changes users should make to be accepted in receiving a positive response,
for example, to a mortgage application. In this way, users can be empowered to understand how
the algorithmic decision affects them. Counterfactual approaches explain individual predictions
describing what-if contrastive scenarios [3, 4]. Specifically, the explanations indicate to the user
the minimum change necessary in the feature space representing them so that the output of
the automatic system changes toward the desired outcome. Evaluating the quality of counter-
factual explanations requires careful consideration of multiple desired qualities, which have
been defined in the literature as validity, sparsity, similarity, plausibility, discriminative power,
actionability, causality, and diversity [5, 6, 7]. The complexity of this range of evaluation metrics
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presents a critical challenge in comparing the currently available algorithms and establishing
benchmark procedures.

Current counterfactual generation techniques do not allow for user interaction, thus limiting
the practical applicability of these methods in real-world contexts. See [8] for a more detailed
analysis. Moreover, several studies have highlighted the need to focus more on the user’s point
of view and needs [9, 10, 11, 12]:It is crucial to rethink new ways of interaction between the
users and the XAI algorithm. Specifically, as highlighted by [13, 9, 14, 11], an explanation
process has to be outlined as a continuous dialogue between the explainer and the explainee.
Therefore XAI has to consider interactivity as a fundamental part of the process, for example,
through the use of novel user interfaces that allows model inspection at will [15]. To address
these issues, we present User-Driven Counterfactual Generator.

2. User-Driven Counterfactual Generator

Preliminaries. Given a classifier b that outputs the decision y = b(z) for an instance z, a
counterfactual explainer £ outputs a perturbed instance x’ such that the decision of b on 2’
changes, i.e., b(z’) # y, and such that the cost of the action ¢(x, ') to go from z: to 2’ is minimal.
Minimality refers to an abstract cost function that must be specified when implementing any
concrete method. Often, the choice falls on an ¢, norm [8]. In the vast majority of cases, ¢
exhibits the following properties.

« Stationarity: ¢(x,x') is predetermined and not updated through user feedback. Moreover,
it lacks the ability for £ to adapt during post-deployment usage, which would allow for
fine-tuning between user needs and the tool’s effectiveness.

« Translational Invariance: c(z, z") depends solely on the distance between z and 7, i.e.,
c(x,2’) = ¢(2' — x). For example, increasing the salary by 3008 is assumed to be equally
difficult for an individual earning 1000$ and one earning 30003.

« Universality: ¢ can not depend on exogenous factors of the system. In other words, it
is assumed that the same cost function is suitable for all users: in reality, individual
properties not visible to the system can influence c. For example, the ease of changing
jobs may depend on the types of available activities in the residential area. The cost of an
action in the real world depends on individuals and multiple, often subjective, factors.
Ignoring this aspect often proves to be overly restrictive.

Original Instance User modified Istance
Income/Year @ O 200K Income/Year 0 O 200K
Age 18 O 85 Age 18 O 85
Savings 0 O ™ Savings 0 O ™
Loan 15K O™ 250K Loan 15K Om 250k

How to Read It:

Negative Outcome

Postive Outcome

Figure 1: User’s situation requesting a loan (left); instance perturbed changing Savings (right).



Each of these properties imposes specific limitations on the ability to provide effective
recommendations to each individual: it is precisely this gap that our contribution aims to fill.

Algorithm 1: GRIDEVALUATION(X , T, b)

Input : X - list of empty lists, x - user instance, b - black box
Output:Y - list of lists containing b’s prediction on X

1N < len(m); // storing features number
2 fori =1tondo

3 n; < len(Xi); // storing bins number for feature ¢
4 for j = 0ton; do

5 T < copy(x); // creating a copy of
6 Ti  J/ng; // changing Z’s i-th feature with bin value
7 )A(i’j — T // saving the perturbed instance
8 Y b(X); // predicting scores
9 returnY

Proposed Approach. Our method proposes an alternative formulation of the counterfactual
generation problem, departing from the algorithmic perspective and instead shifting the focus
to user interaction. Our approach is a local, agnostic, post-hoc explanation method designed to
account for any black box model. It requires access to the model’s probability outputs and is
specifically tailored for tabular data with a binary target variable. Through a visual interface,
users are free to explore and generate autonomously effective counterfactuals according to
their needs without the mediation of an explanation algorithm between the human and the
decision model, empowering users with complete autonomy and control over the process. As
there is no ground truth available w.r.t. explanation, evaluating the explanations is qualitative
and relies on user tests to assess their effectiveness. The interface, depicted in Figure 1, allows
users to independently modify the value of one of the features that characterize the instance x.
This can be done by adjusting the slider feature by feature within its designated range'. Each
slider is characterized by a colored gradient representing the model’s scores for the different
values of the feature. Users can choose which feature to modify by moving the cursor to a
value that improves their score, selecting the feature they find most comfortable to change.
After each adjustment, the instance x is promptly updated with new values, generating new
gradients and enabling further modifications until the user is content with the set of changes
and insights. We present a graphical representation in Figure 2, i.e., the allowed movements
using sliders. The user can move along each axis in the feature space but cannot make diagonal
movements. The cumulative nature of the modifications ensures the ability to reach any point
in the space. In Algorithm 1, we report the pseudo-code for a single step of the process”.
The number of predictions required scales linearly with the number of features, ensuring the
interface update remains essentially real-time. The evaluation of the method’s effectiveness can

'In the case of categorical features, the slider is replaced by a drop-down menu that presents the available discrete
values for that feature. For simplicity, it is not included in Figure 1.
*For the sake of simplicity, we assume that all features are normalized and have values between 0 and 1.



End of range

Figure 2: Allowed movements through sliders.

not rely solely on data-driven metrics mentioned in Section 1, as generating a counterfactual
depends entirely on user interaction. Additionally, our approach does not assume the existence
of a pre-established cost function, making a quantitative assessment of its optimality not useful.
Therefore, a direct comparison with algorithmic methods should be dismissed. Embracing a
human-centered perspective, the evaluation requires a conceptual change by involving users
within it in order to understand whether the explanation is convincing for the intended user,
the ultimate stakeholder in the process [16, 17]. Concretely, a qualitative evaluation in the form
of a user study is necessary. This test will provide a measure of human validation regarding the
comprehensibility and usability of the interface, as well as the usefulness of exploration as a
means of generating explanations for the underlying decision model.

3. Conclusion

In this paper, we have critically examined the limitations of the techno-solutionist approach
to explanations in the context of counterfactual generation, reaffirming interactivity as a core
value in the interface between the model and the user. By embracing a user-centric perspective,
the field of XAI can overcome the drawbacks of a purely technologically driven perspective.
This approach holds the potential to not only enhance the interpretability and transparency of
Al models [18] but also foster trust and effective decision-making in human-Al interactions [19].
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