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Abstract
Social media profoundly influences all facets of our lives, including politics. Political parties, politicians,
and media outlets have strategically cultivated their social media presence to engage with the public.
However, with the advent of freely available Internet services in India, there has been a rising proliferation
in the community of independent content creators on YouTube, with many getting millions of views
per video. In this study, we present a novel multimodal dataset of videos, taken from 20 independent
and influential content creators, annotated for five socially and politically relevant labels with a high
inter-annotator score (0.820 - 0.956 Cohen’s Kappa Score) falling under the categories - Humour/Satire,
Opposition/Criticism, Support/Advocacy, and Informational/Analysis. We consider three modalities in
our dataset - textual (title and description of the video), visual (thumbnail) and audio (MFCC coefficients
and additional spectral and temporal features) modalities. We also perform preliminary classification
on our dataset using an early fusion multimodal model, combining audio, visual and textual modalities,
which performs better than other unimodal and bimodal approaches, yielding a Macro-F1 score of 0.8742
and ROC-AUC score of 0.769. By introducing this novel dataset, we aim to stimulate further investigation
within the domains of opinion dissemination across social networks and the analysis of multimodal
content, especially within the Indian context.
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1. Introduction

YouTube is the most popular video-sharing platform, created in 2005, with over 2 billion
monthly active users. YouTube’s popularity has witnessed a massive spike across the globe in
the past decade, especially in India, where it is one of the most visited websites with millions
of monthly users. Videos on YouTube can be uploaded on a variety of topics, including but
not limited to sports, education, entertainment, news, music and gaming. The viewers of these
videos can also ’like’ them and leave their thoughts as comments. The tremendous amount
of information available on YouTube in the form of videos or comments makes it a favoured
source for conducting research.
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India, being the world’s largest democracy, has a rich and vibrant political and social history.
Politics is an essential aspect of the lives of Indians, making it one of the country’s most
deliberated and debated topics. With the advent of social media, people are voicing their
opinions and concerns in a manner that has never been more convenient. This could be through
tweets on Twitter, consuming or creating content on YouTube, or posting on Facebook, among
many other such avenues. Political parties and politicians also maintain social media profiles to
connect and engage with citizens.

With the popularity of YouTube in India and the importance of politics in Indian society,
analyzing the content put out by Indian creators on politics, as well as the response of the
audience to it becomes essential. This research aims to analyze politically and socially relevant
videos uploaded by independent content creators on YouTube. For this study, we manually
chose 20 prominent and diverse YouTubers regularly making content on the politics and society
of India. We selected the 20 most viewed relevant videos of each YouTuber to form our dataset.

Videos uploaded to YouTube rarely subscribe to a single topic, given their detailed nature.
Especially with political videos, creators can employ different communication techniques that
strategically capture the audience’s attention and convey their point across. Videos can differ
within the stance taken by the creator as well as what justification they provide towards it. This
makes it important to model the understanding of these videos on a multi-task basis, where a
single video can have multiple labels.

Therefore, for each video, we annotate it in five categories - the presence or absence of
humour/satire/irony, support or opposition of any political entity, and whether the video is a
fact-based analysis or personal opinion. Each of these categories is independent of the other,
and the presence of one category does not affect another. We draw insights on the data collected
using topic modelling on comments and keyphrase analysis on titles as well as text extracted
from the thumbnails.

The final portion of this paper is devoted to a multi-task, multimodal classification of the
dataset. Each video can be represented as a combination of three modalities - audio, visual and
textual. After extracting relevant features from them, we employ an early fusion classification
model on these modalities.

YouTube has been a source of ample classification and analysis tasks in the past due to the
massive volume of public data available on various topics. Apart from the videos, comments
also act as a rich source for analysis as they serve as responses from the audience, both of which
can be studied individually or in unison. Kang et al. [1] analyzed the Mukbang-related content
on YouTube along with news and observed how behaviours like overeating are linked directly
to the video’s popularity, while Papadamou et al. [2] analyzed the Incel community and the
abundance of toxic and misogynistic comments on these forums.

Works like [3] and [4] are focused on the analysis of YouTube comments for exposure of
children to inappropriate content and transphobic/homophobic content identification, respec-
tively. Latorre and Amores [5] presented a topic modelling analysis of xenophobic and racist
comments in Spanish directed at migrants and refugees.

A single video comprises many modalities, and several methods of classification and analysis
have been developed to handle these modalities. Yousaf and Nawaz [6] proposed a novel
EfficientNet-BiLSTM approach for detecting inappropriate content in animated cartoon videos
targeted at children. They extracted video descriptions using EfficientNet, a pre-trained CNN



model, which was then fed to BiLSTM to learn representations. They showcased how deep
learning methods perform better than traditional machine learning approaches. [7] and [8]
proposed techniques that deal with internet memes, which refer to the image + textual modality.
Chauhan et al. [9] extended theM2H2 data by adding parallel English translations and annotating
each entry for emotion and sentiment classes. They also proposed a multimodal multitask
classification using a context transformer with sentiment and emotion embeddings baseline.
They displayed that combining all three modalities led to the best results.

The creation of a well-annotated dataset is the backbone of any systematic research. Shahi
[10] presented a semi-automated annotation framework for multilingual, multimodal social
media data. Expertly annotated multimodal and multilabel datasets have also been proposed on
diverse subjects. Chauhan et al. [9] and Christ et al. [11] proposed datasets on humour detection
where M2H2 was annotated for numerous occurrences from a well-known Hindi TV show,
and Passau-SFCH was annotated for humour along the sentiment (Positive or Negative) and
direction (towards self or towards others) dimensions, respectively. Gupta et al. [12] presented
3MASSIV, a dataset of about 50,000 expertly annotated multilingual short videos from a sharing
platform called Moj. Other works like Khan et al. [13] present Vyaktitv - a multimodal dataset
consisting of participants’ audio and visual recordings and their Hinglish transcriptions for
personality detection.

To our current understanding, we encountered a challenge in locating a multimodal dataset
that has been annotated to encompass five distinct socio-political labels such as ours.

2. Dataset

Details of the YouTubers selected for this study are given in Table 1.
To build the dataset, we first prepared a list of popular Indian YouTubers creating content

on socially and politically relevant topics. We manually selected 20 YouTubers, each with a
subscriber count of over 330,000, as of February 2023. We then selected 20 of the most viewed
videos from each of these YouTubers, post a manual removal of those videos that were either
irrelevant to politics or had a duration greater than 25 minutes or less than 5 minutes. This
was done in order to ensure consistency among all videos. We then used the YouTube API to
collect the title of the video, the description of the video, the number of likes received and view
count as of February 2023 and the thumbnail for each of the 400 videos. 1 Details of the dataset
are given in Table 1. The audio of the videos was downloaded as a .mp4 file using the pyTube
Python library2, later processed using the Librosa library3.

1Videos uploaded to YouTube fall under its ”fair use” guidelines, which is a legal doctrine that says the use of
copyright-protected material under certain circumstances is allowed without permission from the copyright holder.
In the United States and India works of research may be considered fair use if done fairly (https://support.google.
com/youtube/answer/9783148?hl=en).

2https://github.com/pytube/pytube
3https://github.com/librosa/librosa
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YouTuber Avg. View
Count

Avg. Like
Count

Avg. Comment
Count

Avg. Subscriber
Count

Abhisar Sharma 1436644.15 73404.75 4551.5 1970000
The Jaipur Dialogues 521948.3 22276.6 3379.55 952000
String 864882.75 93449.35 15232.95 1140000
Kumar Shyam 293947.35 14661.55 2574.05 396000
Soch by Mohak Mangal 819061.9 51425.15 7932.7 2210000
Sushant Sinha 1160897.4 48535.85 6623.85 1210000
The Deshbhakt 2476270.2 135741.1 12644.1 3000000
Kroordarshan 123431.6 8621.85 471.15 384000
Punya Prasun Bajpai 1361489.9 48938.15 4535.65 2720000
Sarthak Goswami 429011.15 26884.85 1807.35 658000
Sakshi Joshi 873971.75 31364.55 3318.05 826000
Open Letter 153227.1 15980.9 2452.9 420000
Harsh Vardhan Tripathi 281155.05 11683.15 1062.75 383000
Dhruv Rathee 5889225.4 382734.3 45536.1 10700000
AKTK 1315234.55 44199.55 6153.45 1260000
Being Honest 1006400.2 73883.05 4431.2 962000
Ajit Anjum 2550387.55 58477.5 6182.15 3580000
The Manish Thakur Show 307334.85 11899.4 920.5 331000
The Sham Sharma Show 953314.55 86985.85 10655.4 1060000
DO Politics 666685.8 65583.3 8249.85 713000
Overall Dataset 1174226.075 65301.2375 7433.62 1743750.0

Table 1
Dataset Details
*Values averaged over 20 videos

2.1. Annotations

In recent years, the use of NLP and ML techniques to study politics has drawn more and more
interest from the research community. Our goal is to promote significant research improvements
across computational and socio-political areas, specifically in the Indian context, using this
multi-task framework and recognising the multimodal complexity of the data.

We employed two undergraduate students with a strong grip on both Hindi and English to
annotate the videos. We considered five tasks for this annotation process - Humour/Satire,
Opposition/Criticism, Support/Advocacy, and Informational/Analysis.

We have based our task definitions around a political entity i.e.: directed at or in reference
to. We define a political entity as a politician, a political party, the supporters of a political
party, and political event as any event that is linked to recent socio-political issues. Each of
the videos was then annotated based on the following task definitions which were given to
both the annotators along with an example. Each video was annotated individually for each
task. Examples for each task are given in Figure 1.

• Task 1: Humour/Satire Over the past few years, researchers have become increasingly
interested in the topic of humour and satire detection on its own. When viewed from a
political angle, humour detection is a potent indicator that can be used to determine how



Figure 1: Examples for each of the labels

the general public feels about a situation or an entity. Politicians and content providers
alike can use it as a tactic to interact with and draw the public’s attention. More nuanced
issues like misinformation and manipulation can also be masked as humour, which needs
to be addressed. For the video to fall under this category, there is at least one mention



Label Cohen’s Kappa Score
Humour/Satire 0.956
Opposition/Criticism 0.934
Support/Advocacy 0.820
Informational/Analysis 0.857
Opinion 0.874

Table 2
Cohen’s Kappa Score for each label

of a joke, meme, caricature or satirical/sarcastic comment directed at a political entity
or with regards to a political event, either uttered by the creator, visible in the video or
present in the title or description of the video.

• Task 2: Opposition/Criticism In this category, the aim is to detect any explicit oppo-
sition or criticism of a political entity or the actions of the political entity with regard
to a political event. This could take place either as an utterance, demonstrated visually
in the video or textually in the title or description of the video. A common example
is the criticism of ”Godi Media” or pro-government media houses for not focusing on
important issues [14]. Analysis of opposing or critical material is an important factor that
sheds light on public opinion, highlighting the degree of disagreement and ideological
differences. Issues receiving the most opposition and criticism tend to be those that are
most relevant to the public.

• Task 3: Support/Advocacy Similar to the Opposition/Criticism category, the aim here
is to detect any explicit support or advocacy of a political entity or the actions of the
political entity with regard to a political event. This could take place either as an utterance,
demonstrated visually in the video or textually in the title or description of the video. For
example, the creator could endorse policies introduced by the incumbent politicians. We
expect that studying Task 2 and Task 3 in unison also offers useful insights with respect
to public opinion fluctuation towards entities and events as well as bias detection.

• Task 4: Informational/Analysis If the nature of the video is informational or is an
analysis of a relevant political entity or event, where the YouTuber explains the events to
the audience using suitable sources (news articles, scholarly publications or government
documents), the video will be informational in nature.

• Task 5: Opinion A video will fall under this category if the YouTuber voices their
personal opinion on any political entity or event, with or without justification. Detecting
when content is an opinion piece vs. factual information can be used in the downstream
modelling task of misinformation detection. This task also has uses in detecting deviation
of public opinion from reality as well as in combating confirmation bias.

To measure the quality of our annotations, we choose Cohen’s Kappa statistic [15] which
is a measure of the Inter-Annotator Agreement (IAA). The scores obtained for each label are
mentioned in Table 2 and show the presence of high agreement for each of the labels.



Label Number of occurrences
Humour/Satire 143
Opposition/Criticism 209
Support/Advocacy 105
Informational/Analysis 301
Opinion 319

Table 3
Number of occurrences for each label

Figure 2: Complete Pipeline

3. Methodology

Political videos uploaded to YouTube form interesting inputs to both analysis as well as classifi-
cation studies. For our research, we have chosen to focus on both of these major tasks:

1. Content Analysis By performing a thorough analysis of the different metadata features
extracted using the YouTube Data API, we want to understand both the kind of content
political YouTubers choose to put out as well as the response of the audience to it.



2. Classification We also provide different experiments on the multitask, and multimodal
classification of videos into the five labels as described above.

Figure 2 shows the complete pipeline for the content analysis and classification tasks.

3.1. Content Analysis

Each feature collected from a video offers significant insight into the content of the video. For
example, the title and the thumbnail are often designed to captivate the audience’s attention,
since they are the first features spotted. This has set a trend of content creators using ”clickbait”
to mislead viewers, leading to numerous studies on clickbait detection [16, 17, 18]. On the
other hand, comments act as an outlet for the audience’s reaction to the video. Other statistical
features, such as the number of likes and view count, indicate the acceptance and virality of the
videos, respectively. We used topic modelling and keyword extraction to analyze these features.

3.1.1. Topic Modelling

An unsupervised method for identifying the most meaningful topics from a given corpus of
text is called topic modelling. BERTopic [19], Top2Vec [20] and Latent Dirichlet Allocation
(LDA) [21] are popular topic modelling methods. We have used BERTopic for our study, an
approach that uses a class-based implementation of the TF-IDF method to cluster embeddings
obtained from pre-trained transformers to produce pertinent topics. BERTopic was especially
favoured for its multilingual support [22]. To perform topic modelling on the comments, we
first extracted the 25 most ”relevant” comments along with their timestamps from each of the
400 videos resulting in a corpus of 10,000. BERTopic provides a convenient function to visualize
the topics generated with time. Figure 3 depicts this visualization. One of the biggest spikes was
found in topic 11 in January 2021, which would allude to the farmers’ protest on Republic Day,
leading to a massive nationwide debate 4. Other topics include religion (”hindu”, ”muslim”),
political parties (”congress”, ”bjp”) and specific events (”farmer”, ”election”).

Figure 3: Time-based topic analysis on comments using BERTopic

4https://en.wikipedia.org/wiki/2021_Indian_farmers%27_Republic_Day_protest

https://en.wikipedia.org/wiki/2021_Indian_farmers%27_Republic_Day_protest


3.1.2. Keyword Analysis

Keyword Relevance Score
’modi’ 0.00464
’godi’ 0.00750
’news’ 0.01084
’media’ 0.01178
’bjp’ 0.01252
’week’ 0.01315
’episode’ 0.01422
’noise’ 0.01717
’india’ 0.01730
’top’ 0.01923
’show’ 0.01946
’kumar’ 0.01992
‘adani’ 0.02055
’views’ 0.02089
’badi*’ 0.02180
’rahul’ 0.02392
’explained’ 0.02448
’BJP*’ 0.02449
’gandhi’ 0.02586
’narendra’ 0.02723

Table 4
Top 20 most relevant keywords and corresponding relevance scores given by YAKE!
*Translated from Hindi

Extraction of ’keywords’ or ’keyphrases’ from a document is a method for the succinct
representations of its content. Keyword extraction is widely used in research areas like opinion
mining, information retrieval systems, document clustering, and other NLP tasks [23]. Many
popular approaches like YAKE! [24, 25], RAKE [26] and KeyBERT [27] are used for keyword
extraction. YAKE!, being a keyword extraction method based on statistical text features, is
domain-independent and language-independent, thus being the ideal choice for our study.
YAKE! returns a list of keywords along with a relevance score; the lower the score, the more
relevant the keyword is to the document. To perform keyword extraction using YAKE!, we
concatenated the title string and the text extracted from the thumbnail using the EasyOCR
Python library5. The concatenated strings were preprocessed by converting them to lowercase
and removing Hindi and English stopwords using the NLTK Python library6. We found the
names of some YouTubers occurring in some of the strings, which we removed, to keep them
from appearing as keywords. Table 4 shows the top 20 keywords extracted from the strings,
along with their relevance scores.

5https://github.com/JaidedAI/EasyOCR
6https://www.nltk.org
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3.2. Classification

For a given video, three modalities were extracted, namely audio(𝔸), text(𝕋) and image(𝕍).
Given these modalities, 𝔸, 𝕋, 𝕍 our task is to predict the binary values for each of the five
labels.

3.2.1. Feature Extraction

1. Text The text modality for each video is a combination of its title and description. We first
concatenate the title of the video with its description. We preprocess the concatenated
string to remove whitespaces, punctuations and URLs. In our dataset, the text strings
were either in English, Hindi, Romanized Hindi or a combination of them. To extract the
features from the text in these languages, we utilised MuRIL [28]. MuRIL, or Multilingual
Representations for Indian Languages, is a language model built for 16 Indian languages
and English. MuRIL has been shown to outperform the pre-existing multilingual models,
such as mBERT [29], on many NLP tasks for Indian languages. For each text string 𝑡 ∈
𝕋, the obtained feature embedding is a ℝ1×𝑑𝑡 vector. The text embeddings for the entire
dataset is a ℝ𝑛×𝑑𝑡 vector where 𝑑𝑡 is 768.

2. Image The image modality for each video is the thumbnail. We use ConvNext [30], a
purely convolutional vision processing model, to extract the embedding for each thumb-
nail. We use the ConvNext-T model pre-trained on the ImageNet-1k dataset. For each
thumbnail 𝕀 ∈ 𝕍, ConvNext returns a ℝ1×𝑑𝑖×7×7. The image embeddings for the entire
dataset is a ℝ𝑛×𝑑𝑖×7×7 vector. This was reduced to a ℝ𝑛×𝑑𝑖 vector using a max pooling and
a flatten layer, where 𝑑𝑖 is 768.

3. Audio To represent the audio features of each video we extract the following features
using the Librosa library:

• Mel Frequency Cepstral Coefficients (MFCC)7 are one of the most frequently
used audio characteristics. This feature is produced by performing a cosine transfor-
mation on the power spectrum’s logarithm, which is translated onto the mel scale
as evenly spaced frequency bands. The Mel scale is based on the characteristics of
the human auditory system, which is better able to discern between sounds that are
represented on this scale.

• Chroma STFT is produced using a Fast Fourier Transform (FFT) on the audio and
a series of filters to transform the power spectrum into a chromatic scale.

• Spectral Centroid is taken from each frame of a magnitude spectrogram after
being normalized.

• Spectral Bandwidth is the width of the audio signal’s power spectrum as measured
at a specific level below the peak frequency.

• Rolloff represents the frequency below which a certain percentage (85% by default)
of the signal’s total spectral energy is contained for each frame.

• Zero Crossing Rate is a measurement of the audio signal’s frequency content that
shows how many times per second the audio signal crosses the zero axis.

7https://librosa.org/doc/latest/generated/librosa.feature.mfcc.html#librosa.feature.mfcc

https://librosa.org/doc/latest/generated/librosa.feature.mfcc.html#librosa.feature.mfcc


Modalities Representation Macro-F1 ROC-AUC
Text only MuRIL 0.326 0.521
Image only ConvNeXT 0.740 0.705
Audio only MFCC* 0.478 0.5
Text + Image MuRIL + ConvNeXT 0.755 0.759
Text + Audio MuRIL + MCFF* 0.503 0.5
Audio + Image MCFF* + ConvNeXT 0.785 0.768
Text + Audio + Image MuRIL + MCFF* + ConvNeXT 0.8742 0.769

Table 5
Macro-F1 and AUC Score for all modalities
*Mean values of MCFF, Spectral Rolloff, Chroma STFT, Spectral Bandwith and Zero Crossing Rate

The collected features for audio thus consist of 20 values of the MFCCs along with 5
values comprising the mean Chroma STFT, Spectral Centroid, Spectral Bandwidth, Rolloff
and Zero Crossing Rate. For each audio 𝑎 ∈ 𝔸, the obtained features is a ℝ1×𝑑𝑎 vector. The
overall audio features thus form a ℝ𝑛×𝑑𝑎 vector where 𝑑𝑎 is 25.

4. Results and Discussion

Our multimodal classification is an early fusion model, where we concatenate the embeddings
received from each of the three modalities and feed it to a fully connected neural network
of three layers. We kept the train-test split at 80%. The loss function chosen to minimize
was the Binary Cross Entropy Loss (BCELoss). We also perform ablation studies on different
combinations of these modalities, namely unimodal (𝔸, 𝕍, 𝕋) and bimodal (𝔸+𝕋, 𝔸+𝕍, 𝕋+𝕍).
The metrics computed using macro-averaging are provided in Table 5.

Among all the unimodal and bimodal models, it has been noted that the presence of image-
based features yields the highest Macro-F1 and ROC-AUC scores. This observation finds support
in the practice of YouTubers who strategically model thumbnails and titles to not only offer a
glimpse of the video’s content but also to effectively draw the audience in.

The early fusion tri-modal model of 𝔸+𝕋+𝕍 performs the best out of all combinations of
modalities, with a Macro-F1 score of 0.8742 and ROC-AUC score of 0.769.

5. Conclusions

The consumption of content on social media sites, like YouTube, has grown manifold over the
last decade. This has led to an exponential rise in the creation of short-form and long-form
content on various topics, ranging from comedic videos to documentaries. In this study, we
analyzed one such content creation topic, political videos uploaded by independent Indian
content creators. We annotated around 400 videos collected from YouTube for different socially
and politically relevant labels. We performed a content analysis on our annotated dataset using
BERTopic for topic modelling and YAKE! for keyword extraction. We also applied an early fusion
multimodal model on the features extracted using state-of-the-art backbone representations,



namely MuRIL for text, ConvNeXT for images, and MCFF, ZCR, Spectral Bandwidth, Chroma
STFT and Spectral Rolloff for audio. Our classification model yielded a Macro-F1 score of 0.8742.
Compared to other unimodal and bimodal models, the early fusion model yielded significantly
better results.

6. Future Work

Future work that focuses on a number of important areas of development will raise the calibre
and scope of this research. Here are some directions we want to go in:

1. Experimentation with other fusion models In this paper, we used an early fusion
model, combining modalities before classification. However, there are alternative fusion
techniques that warrant exploration, such as late fusion models, where each modality is
processed independently before being integrated with other modalities, and attention-
based fusion models where the importance of different modalities is assessed with respect
to the task at hand, or ensemble models, which combines the strengths of multiple
prediction models to improve results.

2. Audio feature extraction The features extracted for audio in this study are numerical
metrics that regrettably fail to capture the nuances of speech, especially code-mixed
Hindi-English speech, which is a predominant mode of communication in India. Experi-
menting with other audio feature extraction methods, for example, using transcripts to
capture semantic meaning, Mel-frequency spectrograms to capture phonetic variation or
transformer-based models that are distinguished for their contextual understanding can
offer more sophisticated results.

3. Extending the datasetWe chose to annotate data collected for five tasks for the purposes
of this study. However, the methods of classification and analysis can be extended to
include even more relevant labels that cover more NLP and discourse analysis tasks.
This includes the detection of hate speech towards marginalised communities veiled as
opinions, misinformation and fake news detection or the spread and polarization of public
opinions over time.

4. Multilingual and cross-regional support While our selection procedure primarily
focused on YouTube channels that offered content in Hindi or English, it’s important to
recognise that a more inclusive approach is necessary for a thorough representation of
India’s political environment. To adequately capture the complex and varied political
narratives that arise across the nation’s various linguistic and cultural realms, region-
specific content must be included.
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