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Abstract
In this paper we describe our approach to fake news detection for the MediaEval 2022 challenge that
has run for the third time. As in the previous editions, the goal of the challenge is the detection of
misinformation tweets, but in this edition, both text and graph data are provided.

We focus on the classification of unlabelled nodes/users in the graph by utilizing graph neural
networks to classify them as either fake news spreader or just an ordinary node i.e. non fake news
spreader. Apart from those labels, the classification apply for unlabelled nodes in conspiracy theories
related to COVID-19 in nine different categories. Furthermore, graph based node classification detection
for whole categories will be done since this will lead to more comprehensive classification analysis rather
then just to label them either as a spreader or non spreader of fake news.

1. Introduction

During the course of the COVID-19 pandemic, a large amount of misinformation of various kinds
that were observed in online and offline media. A particular example of this misinformation are
conspiracy theories related to the origin, nature, and treatment of COVID-19. Irrational and or
harmful conspiracy theories spread widely in many online media, have resulted in negative
effects in the real world. Accordingly, our aim here is to study new ways of detecting such
content, or people, in the Twitter network who are suspected to be misinformation or misinfor-
mation spreaders along with any other users that have a connection to those misinformation
spreaders. For our analysis and prediction we specialized in the structure of the network with
their relationship and neglecting the content of the text or sentence embedding to those users.
The reason for using the networks is that conspiracy content can be difficult to detect by pure
text analysis, since many such ideas are communicated via hidden or implied meaning, codes,
or intentional misspellings such as plANdemic instead of pandemic.

Analysis tools based on text-only classification challenges have been developed by other
researchers in the field [1, 2, 3]. There are already many methods for automatic news analysis
and fake content detection in the social media and news analysis field that cover a wide range
of approaches, including knowledge graphs, diffusion models, and natural language processing
[4, 5, 6, 7]. These methods typically rely on labeled data. Consequently, several such datasets
have been published in recent years [8, 9, 10, 11, 12, 13, 14, 15].
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Our task specialized in detecting and classifying misinformation spreader in the context of
users relationship in the network.

2. Approach

Our focus work will be on the second subtask with the provided data of a graph with 1, 679, 011
vertices and 268, 694, 698 edges, along with 1, 913 and 830 vertex labels for the development
and test set respectively.

In this subtask, we have an undirected graph generated from social network data where the
nodes are users and the link between them represent as connections in the context of contact
or communication occurred among each other. The nodes in this graph have a set of attributes,
including number of followers, location, as well as some texts posted by that user. Some users
are labeled as misinformation spreaders based on manually annotated tweets, and some are
labeled as non-misinformation spreaders. On the other hand, we have the data regarding the
users without any labels and attribute in which we need to predict and classify them either
belong to misinformation spreader or non-misinformation spreader. Our task here is to predict
and classify the unlabelled users(nodes) in the graph based on their connection to the labeled
users as well as their attributes that related to the topic of learning on graphs [16] [17].

Before we continue with the task of prediction for unlabelled users, it is good to understand
more about users or individuals that are spreading fake news. Let us assumes that individuals
spreading false messages tend to be organized in so-called homophile networks. This kind of
homophile networks are more strongly connected internally than externally, which relates to
echo chambers and related concepts which can lead to resistance to ideas coming from outside
the homophile network [? ]. However, because Twitter does not allow access to true retweet
cascades (i.e. for each retweet list the specific account whose existing retweet caused the new
retweet) but instead returns just a list of retweeters for a particular tweet, this challenge offers
the subgraphs of Twitters’ follower network that were induced by these retweeters.

For our task prediction, we try to optimize the work by exploring the users with only have
the labels and attributes as reference for prediction and classification of unlabelled users [18].
In this context we cut down the the graph to two subgraphs consisting of a subgraph of labelled
users and subgraph of unlabelled users. The cutting down of the subgraph conducted from main
graph that consist of of 1, 679, 011 vertices and 268, 694, 698 edges along with their connection
to all other nodes. Here is the step of the task for prediction and classification of unlabelled
nodes:

1. Construct the subgraph of labelled nodes(with their internal connection) by cutting down
it from main graph. This subgraph will be used as a reference for prediction of unlabelled
nodes.

2. Construct the subgraph of unlabelled nodes(with their internal connection) by cutting
down it from main graph. This unlabelled subgraph is a subject of task prediction.

3. Apply GNN to train the labelled of subgraph and save the model of that training
4. Use the model above to predict unlabelled nodes and classify them either as misinformation

spreader or non-misinformation spreader
5. After classifying them and find new label for unlabelled nodes, merge the nodes from

labelled and unlabelled nodes and construct new subgraph. In this subgraph put the label
as a result of prediction in previous step to unlabelled nodes and train this subgraph to
investigate the accuracy of the classification.

6. with different run, we generate the prediction according to the smallest difference of
accuracy in the training of labelled subgraph and the training of labelled merge subgraph.



3. Results

As a result of our work, we obtained 2 runs for Graph-based Detection subtasks. The result was
−0.0085 and −0.0084 which means that it is still under the random classifier performance. We
conclude that such simple approaches are not suitable for the structure-oriented classification
tasks.

4. Discussion and Outlook

While the first subtask of the challenge was identical to the 2021 edition [19], the graph based
detection constitutes a harder problem. Here we have tried to apply a graph neural network
(GNN) for node property prediction and classification [18]. It assumes that GNNs with semi
supervised learning can be utilized to predict some unlabelled nodes/vertices in the graph based
on others nodes which have label and attributes in the graph. While it is likely that the approach
is viable, our chosen method failed to provide any useful classification. In future work, we will
study a modification of the model that we have applied, as well as utilize different Graph Neural
Network architectures.
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