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Abstract  
The work is devoted to the development of an IoT ecosystem model for the semantic analysis 

of Internet posts. The need to create an IoT ecosystem that will allow offline assessment of the 

emotional state of Internet posts is substantiated. The work provides a graphic representation 

of the IoT ecosystem and describes its components. The functional model of the IoT system of 

semantic analysis of Internet posts is described. The principle of learning a neural network, 

which is the basis of the operation of the IoT system, is presented. The algorithm of the 

interlocutor bot, which is a means of receiving Internet posts into the system database, is given. 

Verification of the work of the IoT system of semantic text analysis was carried out. The result 

of emotional coloring was obtained with a probability of 94%. 
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1. Introduction 

The environment (nature, buildings, IT technologies, gadgets, etc.) has a significant impact on a 
person. In this work, we perceive a person not only as a creature, but as a person. When solving 

problems, we take into account her personal characteristics that affect her reactions. 

The modern world in Ukraine and other countries is undergoing changes. Humanity has reached the 
threshold value of information perception. The general ecosystem of human existence is not possible 

without information technologies and the world of the Internet of Things. The work 1] considered the 

need to use information and digital platforms to create efficient and fast business processes in the 

ecosystem. The concept of the IoT ecosystem includes three main levels: the level of information 

collection, the level of data verification and transmission, and the level of data analytics. These are the 
three main pillars on which the architecture of the IoT ecosystem is built. Another component for the 

successful operation of the ecosystem is security. Security of data transmission, physical security of the 

operation of gadgets, application of the ecosystem for security purposes. Our research is devoted to 
solving the problem of semantic text analysis.The advantages of using the methods of semantic analysis 

of texts in natural language (Text Mining) for working with textual descriptions of typical attacks and 

their components contained in the above classification systems are noted. An automated method is 

proposed for assessing current (i.e., potentially most dangerous) vulnerabilities in industrial control 
system (ICS) software using semantic analysis methods of descriptions in order to determine a list of 

threats that are relevant to software vulnerabilities identified at a specific object using security scanners. 

An example of the proposed techniques application for assessing vulnerabilities of the application 
software of industrial oil production facility automation subsystem is considered, followed by the 

formation of a list of relevant threats 2]. 
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The task of analyzing the test is relevant at any time, both in peacetime and in military time. The 
analysis of the text in peacetime is most often aimed at the analysis of the posts of people in social 

networks in order to identify harm to themselves. In wartime, this task acquires characteristic features 

of searching for collaborators. 

Today, there are several methods of text analysis. In  manuscript 3] proposed two innovative 

unsupervised approaches for the combined modeling and interrelated accomplishment of the two tasks. 
Both approaches rely on respective Bayesian generative models of topics, contents and clusters in 

textual corpora. Such models treat topics and clusters as linked latent factors in document wording. In 

particular, under the generative model of the second approach, textual documents are characterized by 
topic distributions, that are allowed to vary around the topic distributions of their membership clusters. 

Within the devised models, algorithms are designed to implement Rao-Blackwellized Gibbs sampling 

together with parameter estimation. These are derived mathematically for carrying out topic modeling 

with document clustering in a simultaneous and interrelated manner. A comparative empirical 
evaluation demonstrates the effectiveness of the presented approaches, over different families of state-

of-the-art competitors, in clustering real-world benchmark text collections and, also, uncovering their 

underlying semantics. Besides, a case study is developed as an insightful qualitative analysis of results 
on real-world text corpora. 

The text often contains images in the form of text that need to be analyzed. It is not only the 

comments on the image that are important, but also the posts on the image themselves. 4] presents 

Parallel Deep Fusion Generative Adversarial Networks (PDF-GAN), which use two new components 

to mitigate inconsistent semantics and bridge the semantic gap between text and images. 
Experiments evaluating the generalization of scientific articles and news reports show that the 

proposed framework achieves comparable or higher correlations with human judgments than popular 

evaluation models. This study also supports the role of a network of semantic connections in the 

representation and analysis of texts 5].  The study 6] evaluated the empirical impact of certain 

syntactic and semantic features on the accuracy of note-taking. An improved feature set that jointly uses 
syntactic and semantic features is proposed. No one will deny the fact that the use of neural networks 

to create text analysis software products is relevant. A neural network (artificial neural network) is a 

mathematical model that mimics the structure and functioning of biological neural networks in order to 

solve a variety of tasks, such as classification, regression, prediction, and generation 7]. 

The analysis of short texts and texts with a large set of words has significant differences. The authors 

of the article 8] propose a new Set-CNN approach. It is aimed at using text convolution neural network 
based on semantic expansion for short text classification. 

The analysis of short texts of comments and reviews under the product in the online store allows to 

analyze the intentions of customers regarding the purchase of a series of products. Analysis of posts in 

social networks allows obtaining data on the psychological state and mood of the population. Using this 
analysis for peaceful purposes brings positive results for the development of society and technology. 

Italian online news is analyzed using semantic network analysis and text analysis. For this, they use 

Semantic Brand Score. In the process of measuring the importance of energy community media, ideas 

for implementation and public awareness of energy communities are identified 9].  

With the increasing complexity of the building process, it is difficult for project stakeholders to 
retrieve large and multi-disciplinary building information models (BIMs). A natural language interface 

(NLI) is beneficial for users to query BIM models using natural language. However, parsing natural 

language queries (NLQs) is challenging due to ambiguous name descriptions and intricate relationships 
between entities. To address these issues, this study proposes a graph neural network (GNN)-based 

semantic parsing method that automatically maps NLQs into executable queries. Firstly, ambiguous 

mentions are collectively linked to referent ontological entities via a GNN-based entity linking model. 
Secondly, the logical forms of NLQs are interpreted through a GNN-based relation extraction model, 

which predicts links between mentioned entities in a heterogeneous graph fusing ontology and NLQ 

texts. The experiment based on 786 queries shows its outstanding performance. Moreover, a real-world 

case verifies the practicability of the proposed method for BIM model retrieval 10]. 

In  manuscript 11]  proposed a new systematic methodology to address these issues and identify 

technology opportunities using a hierarchical semantic network and dual link prediction. The proposed 

methodology consists of three modules: 1) constructing the hierarchical semantic network based on 



482 

 

SAO structures extracted from patents; 2) identifying technology opportunities in this semantic network 
through probabilistic-based link prediction; and 3) evaluating these opportunities via similarity-based 

link prediction. The viability and usefulness of the proposed methodology is proved by empirical 

analysis of the exploitation technology in the coal seam gas (CSG) industry. The results show that the 

hierarchical semantic network, including semantic and co-word relationships, can improve prediction 
accuracy. 

So, after considering various directions and methods of applying semantic text analysis, we came to 

the opinion that this topic is relevant. Since the text we are analyzing is written by a person, the question 
arose to investigate the components of the ecosystem and build its architecture. Develop an IoT 

ecosystem model for semantic analysis of Internet posts. To check in practice the operation of the 

system for semantic analysis of Internet posts. 

2. Analysis of the constituent components of the IoT ecosystem 
architecture for the task of semantic analysis of Internet posts 

The Internet of Things combines real things into virtual systems capable of solving completely 
different tasks. The key idea is to connect all connectable objects together, connect them to a network 

to collect data and make decisions based on it  12]. 

The “IoT Ecosystem”: includes all the components that enable businesses, governments and users 

to connect their IoT devices, including control panels, panels tools, networks, gateways, analytics, data 

storage and security 12, 13].  The architecture of the IoT ecosystem depends on the problem to be 

solved. But in general, the main components of the IoT architecture can be listed. 
The components of the IoT architecture are the data acquisition area, the data transmission network, 

and the data analysis unit (Figure 1). 

 
Figure 1:  IoT ecosystem architecture for semantic analysis of Internet posts 

The data collection area includes the user's gadgets and the user himself. The user (upper left corner 

of Figure 1) is an integral part of the ecosystem as the initiator of Internet posts 14]. The results of the 

analysis of Internet posts are sent to the user of the gadget from which the request was made, as a result 

of the analysis of the Internet post. 
The data analysis unit (upper right corner of Figure 1) consists of a database that stores both input 

and output data, a semantic analysis system, and hardware. 
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The data transmission network consists of a wired and wireless part of data transmission. The user 
makes an Internet post using his own gadget. The post is sent to the application database with the help 

of the Internet. Then, if necessary, the text is analyzed by the semantic text analysis system and sent to 

the requesting user's gadget. The protection of information is ensured by coding of the data transmission 

network, provided by the provider and the support system of the cloud environments of social networks 
and the storage environment of the semantic data analysis system. 

The hardware of the process of data transmission, reception and storage is not the purpose of this 

study. The prototype of the system for semantic analysis of Internet posts is placed on a stationary PC 

and searches for data with the help of a conversational bot 15]. The interlocutor bot is written in Ruby 
on Rails. The task of the interlocutor bot is to receive data from social networks. The bot was tested on 

posts, comments and posts by Facebook users. 

 

Figure 2: The algorithm of the bot companion for system semantic analysis internet-topic 

Figure 2 describes the algorithm of the interlocutor bot, which provides data for the system of 

semantic analysis of Internet posts. 
Algorithm of the interlocutor bot: 

Step 1 Settings before starting work 

Step 2 Search for posts and information about contributors from open sources 

Step 3 Submission of the text of Internet posts to the system of semantic analysis of Internet posts 
Step 4 Execution of Step 1 - Step 3 before executing the system command or changing the settings. 

The system of semantic analysis of Internet posts is built on the basis of a neural network. It reflects 

the emotional coloring of an Internet post. The works 16,17] describe the tasks of text analysis by 

means of a neural network. Figure 3 shows their classification. In the process of classification, the text 

is compared with already existing ones. Characteristic words and constructions are checked. For the 



484 

 

emotional study of the text, it is necessary to take into account not only the constructions of the words 

in the sentence, but also the connections between the words. 

 

Figure 3:  Tasks of text analysis 

Semantic analysis requires analyzing grammatical errors, counting the number of words and relating 

them to groups. Integral speech recognition systems based on neural networks are investigated in the 

article 18]. The author conducted an experiment with the LSHTM neural network using an encoder-

decoder model, which is based on the attention-based models. The result of the experiment showed a 
Character Error Rate (CER) equal to 8.01% and a Word Error Rate (WER) equal to 17.91%. This result 

proves the possibility of getting a good ASR model without the use of the Language Model (LM) 18]. 

The system for semantic analysis of Internet posts uses a neural network on a device with a graphics 

core. The system includes a self-learning unit for further processing of Internet posts with the help of a 

teacher.  

3. IoT model of the system of semantic analysis of Internet posts  

At the first stage of working with the Internet post, we turn the text into a combination of zeros and 

ones. The neural network works with the digital description of the text. Let's turn the text into dense 
vectors. Each word is a separate token. The neural network learns with the teacher. Therefore, we 

compile a test and training data set. The training data set contains answers for semantic analysis of 

Internet posts for emotional coloring. Figure 4 shows part of the neural network. 

At the entrance, we matter 𝑥𝑡  and return the value ℎ𝑡.   Feedback allows information to be 
transmitted step by step to each node in the network. The neural network used in the system is recurrent. 

Connects previously obtained results with future results. One of the characteristics of a recurrent neural 

network is to define an error function for each training step. We will use binary cross-entropy (1) when 
solving multitask classification. 

𝐻(𝑝, 𝑞) = 𝐻(𝑝) + 𝐷𝐾𝐿(𝑝||𝑞) (1) 

when  𝐻(𝑝)- entropy p;  

          𝐷𝐾𝐿(𝑝||𝑞)- Kullback-Leibler divergence from q to p.  

The results of testing the neural network, which is the basis of the method of semantic analysis of 

Internet posts for the emotional coloring of the text, are shown in Figure 5. 
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Figure 4:  Scheme of a part of a neural network for system semantic analysis internet-topic 

 

Figure 5:  Results of neural network testing 

At the training stage, the neural network learned to classify Internet posts with a probability of more 

than 97% in 1 epoch (Figure 5). At the test stage, the neural network reached the maximum 
classification value. Carrying out step-by-step testing, we have a score in the range of numbers from 0 

to 1 for each class. Figure 7 shows the functional model of the IoT system for the semantic analysis of 

Internet posts. Common functions include: system update; information about the system; system 
retraining; text analysis;  introduction of new educational data. 

Analysis of the use of IoT system for the semantic analysis of Internet posts Let's download the 

training sample in .csv format. Table 1 shows an example of a training sample with the following 
characteristics: ID, text, and emotional coloring of the text. 

 
Figure 6: Results of step-by-step analysis of the text 

The emotional coloring of the text presented in Table 1 is represented by 1-presence of emotional 
coloring, 0- absence of emotional coloring in the text. In the process of learning a neural network under 

the guidance of a teacher, the following parameters were obtained to obtain an optimal solution: 

— the number of epochs — 2 and 5; 

— number of iterations for early termination — 250; 
— network error calculation — Binary crossentropy; 
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— learning speed coefficient — 0.05 
— optimizer — Adam. 

5 epochs are selected for system training. As early as the third epoch, we get stable values from the 

neural network (Figure 8). 

 
Figure 7: Functional model of the IoT system for the semantic analysis of Internet posts 

Table 1 
 An example of a training sample IoT system for the semantic analysis of Internet posts 

ID Text Emotional coloring 
of the text 

00000001 D'aww! He matches this background colour I'm 
seemingly stuck with. Thanks.  (talk) 22:01, 

March 12, 2023 (UTC) 

0,0,1,0,0,0 

00000002 OCKSUCKER BEFORE YOU PISS AROUND ON MY 
WORK 

1,1,1,0,1,0 

00000003 Be a man and lets discuss it-maybe over the 
phone? 

0,0,0,0,0,0 

00000004 Bye! Don't look, come or think of comming 
back! Tosser 

1,0,0,0,0,0 

 

 
Figure 8: Results of neural network testing 
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After training, we load the text into the system for analysis. The results of the system are shown in 
Figure 9. 

 

 

Figure 9: System performance results IoT system for the semantic analysis of Internet posts 

So, the text is 94% toxic, 18% moderately toxic, and 84% contains obscene language. 

4. Summary 

The result of this study is a description of the functional model of the IoT ecosystem for the semantic 

analysis of Internet posts. The work provides the structure of the IoT ecosystem and describes its 

components. Data verification was carried out on the example of a previously trained neural network. 

The network determined with 94% accuracy the emotional color of a short text, which was obtained 

with the help of a conversational bot from the Facebook social network. 
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