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Abstract	
This	paper	addresses	 the	challenge	of	detecting	 insider	 threats	 in	cybersecurity	by	proposing	
behavior	model-driven	 approaches.	 It	 argues	 that	 existing	 datasets	 are	 incapable	 to	 capture	
nuanced	user	activities	accurately	and	proposes	an	enhanced	dataset	generated	by	more	elegant	
structure.	 The	 paper	 discusses	 the	 evolving	 threat	 situations	 and	 the	 need	 for	 proactive	
cybersecurity	measures,	 presents	 a	 taxonomy	 of	 insiders,	 and	 emphasizes	 the	 importance	 of	
behavior-driven	 approaches.	 It	 mentions	 existing	 datasets	 limitations	 and	 introduces	 the	
proposed	data	 generator	 structure,	 explaining	 its	 components	 and	 implementation	 logic.	 The	
paper	 illustrates	 a	 use	 case	 showcasing	 the	 application	 of	 generated	 data	 for	 insider	 threat	
identification.	It	concludes	by	stressing	the	significance	of	behavior-driven	approaches	and	high-
quality	datasets	in	enhancing	detection	capabilities	against	insider	threats.	
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1. Introduction 

Insider	threat	identification	stands	as	a	pressing	concern	within	cybersecurity	landscapes.	
Unlike	 external	 threats,	 insiders	 possess	 legitimate	 access	 to	 organizational	 systems,	
making	 their	 detection	 inherently	 challenging.	 The	 potential	 consequences	 of	 insider	
threats,	including	data	breaches,	intellectual	property	theft,	and	sabotage,	underscore	the	
criticality	of	effective	identification	mechanisms	[1].	Addressing	this	issue	requires	a	refined	
understanding	of	insider	behaviors	necessitating	advanced	detection	methodologies.	Thus,	
the	recognition	of	insider	threats	as	a	relevant	issue	reflects	the	evolving	threat	landscape	
and	underscores	the	imperative	for	proactive	cybersecurity	measures	[2].	

The	state	of	the	art	of	insider	threat	detection	is	characterized	by	a	rapidly	growing	array	
of	 methodologies	 and	 techniques	 under	 continual	 development.	 Researchers	 and	
cybersecurity	 professionals	 are	 actively	 exploring	 diverse	 approaches	 to	 enhance	 the	
efficacy	and	robustness	of	detection	systems	[3],	[4],	[5].	These	approaches	encompass	a	
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spectrum	of	methodologies,	ranging	from	rule-based	systems	to	advanced	machine	learning	
algorithms.	Each	approach	brings	its	own	strengths	and	limitations,	reflecting	the	complex	
nature	of	insider	threat	detection.	This	diversity	in	approaches	reflects	a	collective	effort	to	
address	the	evolving	challenges	posed	by	insider	threats,	with	ongoing	researches	aimed	at	
pushing	the	boundaries	of	detection	capabilities.	

Central	to	the	advancement	of	insider	threat	detection	algorithms	is	the	availability	of	
high-quality	datasets	for	accurate	testing	and	evaluation.	However,	acquiring	and	managing	
datasets	 that	 accurately	 represent	 the	 complexities	 of	 insider	 threat	 behaviors	 poses	 a	
significant	challenge.	Traditional	datasets	often	lack	the	diversity	and	granularity	necessary	
to	effectively	train	and	validate	detection	systems.	Moreover,	the	sensitive	nature	of	insider	
threat	data	complicates	 the	sharing	and	accessibility	of	suitable	datasets	 [6].	Addressing	
this	challenge	requires	innovative	approaches	to	dataset	development,	including	synthetic	
data	generation	techniques.	Overcoming	this	obstacle	is	crucial	for	advancing	the	state-of-
the-art	in	insider	threat	detection	algorithms.	

To	address	the	problem	of	obtaining	suitable	datasets	for	testing	insider	threat	detection	
algorithms,	our	paper	presents	according	solution:	an	algorithmic	data	genera-tor	tailored	
specifically	 for	 this	purpose.	This	data	generator	allows	to	precisely	define	and	simulate	
realistic	 insider	 threat	 scenarios,	 producing	 datasets	 that	 encapsulate	 a	 wide	 range	 of	
behavioral	 patterns.	 The	 generated	 datasets	 serve	 as	 valuable	 resources	 for	 training,	
testing,	and	benchmarking	insider	threat	detection	algorithms.	

The	paper	is	organized	as	follows.	The	next	section	gives	an	overview	of	insider	threats	
identification	researches	and	data	sets	used	for	its	validation,	as	well	as	an	insight	into	some	
examples	of	datasets	suitable	for	validation	of	insider	threat	identification	algorithms.	The	
third	section	describes	the	authors	offered	algorithm	for	such	data	generation,	where	the	
typical	scenarios	are	defined	for	usage	of	common	information	systems	and	the	predefined	
probabilities	 are	 set	 to	 simulate	 regular	work	 of	 information	 systems	 users.	 The	 fourth	
section	 demonstrates	 a	 use	 case	 of	 the	 generated	 data	 application	 for	 validation	 of	 the	
insiders’	threats	identification	approach	offered	by	authors	and	published	in	[7],	[8],	[9].	
The	fifth	section	gives	main	conclusions	of	the	research	and	states	real-world	implications	
and	future	directions	of	the	research.	

2. Background and Related Work 

The	 recent	 years	have	 shown	an	 increase	 in	 inside	 threats,	 like	 those	 involving	Edward	
Snowden,	Chelsea	Manning	and	Kim	[10].	A	cybersecurity	report	 from	2018	told	us	 that	
more	than	half	of	the	threats	they	studied	came	from	within	organizations;	for	27%	it	was	
a	common	occurrence	to	deal	with	insider	risks	[11].	Another	report	later	on	showed	that	
there	had	been	a	noticeable	rise	in	what	people	believed	were	attacks	from	insiders:	63%	
felt	 there	was	more	 activity	 going	 on.	 There	 is	 worry	 about	 the	 increasing	 difficulty	 of	
recognizing	 insider	 attacks	 compared	 to	 outside	 dangers,	 because	 those	who	 are	 inside	
have	been	given	permission	and	their	actions	can	be	complex	[12].	Attacks	from	insiders,	
which	 frequently	 happen	within	 normal	working	 hours,	 create	 difficulties	 in	 examining	
large	activity	logs	[13],	[14].	
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An	 insider	 typically	 refers	 to	 an	 individual	 possessing	 authorized	 access	 to	 an	
organization's	computer	systems	and	networks	[15].	Worries	increase	about	the	challenge	
of	finding	insider	attacks	compared	to	external	dangers.	Insiders,	who	might	not	have	high-
level	technical	abilities,	mix	the	difference	between	harmful	and	authorized	actions.	We	can	
separate	 insiders	 into	 three	main	 categories:	 traitors,	 masqueraders,	 and	 unintentional	
offenders.	 Those	 who	 are	 traitorous	 pursue	 their	 own	 gain	 or	 money,	 masqueraders	
pretend	to	be	lawful	but	do	illegal	work	and	unintentional	perpetrators	breach	security	by	
mistake.	 Usually,	 malicious	 insiders	 commit	 IT	 sabotage,	 steal	 intellectual	 property	 or	
conduct	fraud	for	financial	reasons	[16].	

Validation	 of	 insider	 threat’s	 identification	 algorithms	 requires	 datasets	 that	 capture	
user	activities	within	organizational	networks,	where	users	perform	different	activities	in	
particular	information	systems	under	specific	scenarios.	Datasets	play	a	crucial	role	in	the	
study	 of	 insider	 threat	 detection.	 However,	 there	 is	 still	 an	 absence	 of	 a	 wide-ranging	
dataset	 from	 real-life	 situations	 that	 is	 available	 to	 the	 general	 public.	 Many	 existing	
datasets	depend	on	attacks	 that	 are	made	up	artificially.	 In	 a	 recent	 survey	by	 [17],	 the	
datasets	are	classified	as	masquerader-based,	traitor-based,	substituted	masqueraders	and	
identification/authentication-based	 types	 along	with	 other	malicious	 ones.	 The	 datasets	
investigated	by	authors	are	as	follows:	Amazon	Employee	Access	Challenge	(AEAC),	CERT,	
DARPA	 Insider	 Threat	 Evaluation	 (DITREC),	 Enron,	 Greenberg’s	 dataset,	 Los	 Alamos	
National	Laboratory	(LANL),	RUU,	Schonlau,	TWOS,	University	of	New	Brunswick	datasets.	

When	utilizing	such	datasets,	researchers	must	prioritize	conformance	to	any	data	usage	
agreements	 and	 ethical	 guidelines.	 Furthermore,	 it	 is	 crucial	 to	 assess	 the	diversity	 and	
realism	 of	 scenarios	 depicted	 within	 the	 dataset	 to	 accurately	 measure	 both	 the	
effectiveness	and	efficiency	of	insider	threat	identification	algorithms.	

Based	on	the	analysis	of	insiders’	threats	identification	algorithms,	authors	propose	to	
categorize	the	algorithms	into	the	taxonomy	shown	in	Figure	1.		

	
Figure	1:	Insiders	threats	identification	algorithms	taxonomy.		



	

51	
	

The	taxonomy	the	algorithms	into	four	parts	behavior-oriented,	statistical	model-driven,	
rule-based	and	algorithms	working	with	text.		

The	 set	 of	 user	 behavioral	 analysis	 based	 insider	 detection	 algorithms,	 among	 other,	
includes	the	following	techniques:	

• Markov	Chains	/	Hidden	Markov	Model	(HMM)	[18];	
• Clustering	Algorithms	[19];	
• Graph-Based	Approaches	[20];	
• Self-Organizing	Maps	(SOM)	[21];	
• Gaussian	Mixture	Models	(GMM)	[22];	
• Nearest	Neighbor	Methods	[23];	
• One-Class	Support	Vector	Machines	(SVM)	[24].	

Hybrid	 methods	 combine	 multiple	 base	 models	 to	 improve	 the	 overall	 detection	
performance.	By	leveraging	the	diversity	of	multiple	models,	hybrid	methods	enhance	the	
robustness	and	reliability	of	insider	threat	detection	systems.	

The	focus	of	the	paper	is	on	the	behavior	model-driven	approaches,	where	user	behavior	
scenarios	in	the	form	of	user	activities	graphs	are	applied	to	identify	insiders’	threats.	All	
the	algorithms	for	insiders’	threats	identification,	which	use	behavior	model	as	a	core	of	the	
approach,	requires	data	about	users’	activities	in	the	information	systems	with	the	greater	
detail	than	the	data	offered	in	the	data	set	described	above.	Audit	logs	that	capture	business-
level	actions	(e.g.,	logins,	document	accesses,	data	edits,	information	searches,	etc.)	are	of	
especial	importance.	Such	logs	provide	the	granular	insights	necessary	for	accurate	training	
and	testing	of	algorithms	de-signed	to	detect	insider	threats.	By	examining	such	nuanced	
data	 and	 behavioral	 patterns,	 algorithms	 can	 better	 identify	 anomalies	 indicative	 of	
malicious	intent	or	unauthorized	activities.	

For	identification	of	insiders’	threats	at	the	business	level	a	detailed	analysis	of	users’	
activities	is	required.	The	data	sources	mentioned	above	has	lesser	efficiency	regarding	this	
aspect,	so	the	improved	data	set	is	offered	further,	based	on	the	proposed	Data	Generator	
implementation	logic.		

	

3. Data Generator General Structure 

The	data	generator	allows	to	generate	simulated	user	activity	data	for	a	specified	number	
of	 users	within	 a	 specified	 time	period	with	 certain	probability	 settings.	 The	 input	 data	
include	the	following	information:	
UserName	-	User	identifier.	In	the	generated	data,	this	is	a	randomly	chosen	female	name	
(from	 an	 international	 list	 of	 female	 names)	 and	 a	 surname	 (randomly	 chosen	 animal	
name).	
SessionId	-	Session	identifier.	In	the	generated	data,	a	session	is	a	set	of	ac-tions	performed,	
starting	with	the	first	action	performed	by	a	user	in	the	in-formation	system	(usually	the	
“login”	 action)	 and	 ending	 with	 the	 exiting	 from	 the	 information	 system	 (usually	 the	
“logout”	action).	
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ActionTime	-	Time	of	action	execution.	
ActionName	–	Name	(identifier)	of	the	action.	

The	generated	data	simulates	actions	from	e-mail	system	(like,	open	Outlook,	view	e-
mail	list,	open	e-mail,	send	e-mail,	etc.),	Web	browser	(like,	open,	view,	open	gmail,	open	
google	drive,	download	file,	etc.),	and	some	information	system	(like,	open	menu,	search	
data,	edit	data,	etc).	All	scenarios	start	with	log-in	action,	some	actions	with	low	probability	
and	some	malicious	actions,	which	are	called	as	maliciousAction1,	2,	3	and	are	performed	
once	for	a	specific	user.		

The	 foundation	of	 the	data	generator	 lies	 in	a	developed	script,	enabling	the	artificial	
generation	of	a	dataset	mimicking	user	actions	in	information	systems	and	recording	it	in	a	
form	 of	 an	 audit	 log.	 The	 generator	 allows	 for	 the	 emulation	 of	 user	 actions	 within	 a	
specified	 time	period	with	defined	probabilities	 and	 according	 to	predefined	behavioral	
models	 (including	options	 for	simulating	malicious	activities).	The	data	generation	cycle	
itself	begins,	applying	random	value	generation	within	the	specified	intervals	for	performed	
actions.	Within	this	cycle,	the	fulfillment	of	other	necessary	conditions	is	also	observed,	such	
as:	 if	 the	 execution	 time	 of	 user	 actions	 approaches	 the	 end	 of	 the	 workday,	 the	 user	
sequentially	ends	work	in	all	active	sessions	by	performing	the	“logoff”	action;	and	if	work	
is	completed	on	a	Friday,	the	next	set	of	actions	will	only	commence	execution	on	Monday	
morning.	

After	 data	 generation,	 the	 algorithm	 performs	 additional	 session	 filtering	 to	 remove	
extremely	 short	 and	extremely	 long	 sessions	with	 action	 counts	 less	 and	more	 than	 the	
specified	 number	 of	 actions	 should	 be	 performed	 during	 one	 session.	 This	 ensures	
additional	 quality	 of	 the	 generated	 data	 from	 the	 perspective	 of	 data	 volume.	 Then	 the	
algorithm	arranges	the	generated	data	records	in	ascending	order	of	action	execution	time	
and	saves	the	final	results.	

In	addition	to	the	generated	data	 from	the	historical	period,	real-time	data	streaming	
functionality	has	been	 implemented.	The	utilization	of	real-time	data	generation	enables	
the	immediate	detection	of	security	incidents	by	insider	threat	identification	algorithms	and	
real-time	reporting	of	security	incidents	to	the	security	administrator.	

4. Use Case of Generated Data Application 

The	developed	data	generator	has	been	applied	to	validate	a	custom	algorithm	created	by	
the	authors,	which	enables	the	identification	of	malicious	user	actions	based	on	the	audit	
logs	of	user-executed	actions	within	the	IS,	thereby	constructing	the	user	behavior	model	in	
the	 form	 of	 a	 graph	 for	 specific	 IS	 usage.	 The	 user	 behavior	 model	 allows	 to	 make	
conclusions	regarding	anomalies	in	a	specific	user’s	behavior	(or	deviations	in	it),	identified	
as	 malicious	 activities,	 and	 immediately	 alerts	 the	 data	 security	 administrator	 about	
malicious	incidents	when	potential	breaches	occur	[7],	[8],	[9].		

In	 this	 paper,	 the	 authors	 demonstrate	 the	 validation	 of	 a	 list	 of	 malicious	 actions	
identified	 by	 their	 algorithm	 using	 a	 dataset	 of	 user	 activities	 generated	 by	 the	 data	
generator	described	above.	This	establishes	mutual	validation	possibility,	since	we	a	priori	
know	which	 data	 are	malicious	 in	 the	 generated	 dataset	 and	which	 sessions	 should	 be	
identified	 as	malicious.	 Consequently,	 the	 algorithm	 should	 produce	 these	 sessions	 as	 a	
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result.	The	ability	to	utilize	the	generated	data	in	the	insider	threat	identification	algorithm	
confirms	 that	 the	 data	 generator	 has	 produced	 data	 suitable	 for	 validating	 such	 an	
algorithm.	

The	validation	was	conducted	using	generated	activity	data	for	20	users,	simulated	over	
a	period	of	30	days.	 In	these	three	scenarios,	 the	actions	saveMail	(email),	downloadFile	
(web	browser),	and	printDocument	(IS)	are	executed	with	significantly	lower	probabilities	
compared	 to	 other	 actions	 in	 these	 scenarios.	Real	world	data	 contains	 actions	 that	 are	
rarely	performed,	potentially	representing	malicious	activities.	

Furthermore,	 to	 simulate	 the	 execution	 of	 malicious	 actions,	 sessions	 for	 the	 user	
“Miranda	 Hyena”	 are	 generated,	 incorporating	 entirely	 malicious	 actions	 with	 specific	
names	such	as	“maliciousAction1”,	“maliciousAction2”,	and	“maliciousAction3”.	As	a	result,	
the	trust	coefficient	for	the	list	of	users	should	be	less	than	100	only	for	the	user	Miranda	
Hyena,	as	shown	in	Figure	2,	where	the	top	five	users	are	shown.	The	figure	illustrates	that	
the	user	Miranda	Hyena	occupies	the	highest	position,	with	the	only	user	with	the	numbers	
of	malicious	sessions	identified	according	to	various	criteria.	Columns	1	through	6	indicate	
the	number	of	sessions	recognized	as	malicious	according	to	different	applied	criteria	(the	
algorithm	that	calculates	malicious	sessions	based	on	extreme	difference	in	a	subgrouping	
provided	 a	more	precise	 result	with	 a	 count	 of	 4	malicious	 sessions,	 indicating	 that	 the	
application	 of	 generated	 data	 for	 algorithm	 validation	 demonstrated	 instances	 of	 more	
accurate	 computation	 [25]).	 The	 presence	 of	 malicious	 sessions	 for	 a	 particular	 user	
corresponds	to	the	trust	percentage	calculated	by	considering	the	number	of	unique	actions	
in	 a	 session	 and	 the	 number	 of	 unique	 malicious	 actions	 in	 a	 session.	 Thus,	 the	 trust	
percentage	can	replace	all	six	coefficients,	allowing	the	security	administrator	in	the	real	
system	to	operate	based	solely	on	the	total	number	of	malicious	sessions	for	each	user.	

	
Figure	2:	Malicious	actions	and	sessions	identified	for	the	user	Miranda	Hyena.	

The	malicious	sessions,	for	which	trust	percentage	is	less	than	100%	(indicating	that	the	
session	contains	at	least	one	malicious	action),	are	selected	into	a	separate	list,	as	shown	in	
Figure	3.	In	the	synthetic	data,	there	are	4	sessions	containing	malicious	actions	(sessions	
with	identifiers	11568,	11573,	11403	and	11579).	It	can	be	observed	that	the	intentionally	
generated	 sessions	 with	 malicious	 actions	 are	 identified	 in	 the	 resulting	 list	 and	 even	
appear	at	the	top	of	the	list	(see	Figure	3).	Figure	4	presents	a	fragment	of	detailed	actions	
data	for	a	particular	session	11568	with	malicious	actions.	The	full	session	in	the	form	of	
graph	is	shown	in	Figure	5.		
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Figure	3:	A	list	of	malicious	sessions	of	the	user	Miranda	Hyena.	

	

Figure	4:	Detailed	data	for	actions	of	the	session	with	identifier	11568.	

	

Figure	5:	Actions	graphs	of	the	session	with	identifier	11568.	

To	summarize,	 the	results	of	 identifying	malicious	users	align	with	expectations	-	 the	
user	 who	 had	 sessions	 with	 malicious	 actions	 embedded	 in	 the	 synthetic	 data	 has	 the	
highest	maliciousness	coefficient.	The	results	of	 identifying	malicious	sessions	align	with	
expectations	as	well	-	sessions	with	the	highest	maliciousness	were	identified,	containing	
artificially	inserted	malicious	actions.	The	visualization	results	of	user	session	graphs	also	
align	 with	 expectations	 –	 transition	 to	 /	 from	 artificially	 introduced	 atypical	 malicious	
actions	are	visually	highlighted	with	color.	

More	accurate	results	in	identifying	malicious	actions	are	ensured	by	behavior	analysis	
in	subgroups	compared	to	individual	and	group	behavior	analysis.	It	is	recommended	not	
to	directly	apply	malicious	actions	identification	to	individual	behavior	models	in	groups	
with	1-2	users,	but	rather	 to	analyze	subgroup	behavior	models	 in	groups	with	three	or	
more	 users.	 More	 accurate	 results	 in	 identifying	 malicious	 sessions	 are	 provided	 by	
parameters	based	on	searching	for	actions	with	extremely	low	probabilities	compared	to	
calculating	 the	average	probability	of	 sessions.	Overall,	 the	 trust	percentage	of	 sessions,	
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calculated	by	 considering	 the	number	of	 unique	 actions	 in	 a	 session	 and	 the	number	of	
unique	malicious	actions	in	a	session,	can	replace	all	six	coefficients.	

As	for	the	evaluation	of	the	generated	data,	it	can	be	seen	that	sessions	with	data	allowing	
for	the	identification	of	malicious	actions	were	created.	The	synthetic	dataset	can	serve	as	
a	basis	for	validating	insider	threat	identification	algorithms.	

5. Conclusion 

To	sum	up,	this	research	addresses	a	major	gap	in	the	realm	of	insider	threat	identification	
algorithms	by	 introducing	 an	 appropriate	 solution	 tailored	 explicitly	 for	behavior-based	
approaches.	While	various	existing	datasets	exist	for	testing	such	algorithms,	none	provide	
the	 level	 of	 granularity	 necessary	 to	 thoroughly	 evaluate	 business	 logic,	 particularly	
concerning	 behavior-based	 algorithms.	 Our	 proposed	 solution	 bridges	 this	 gap,	 offering	
researchers	and	practitioners	an	easy-configurable	platform	 to	 test	 and	 refine	detection	
strategies	effectively.	

One	key	feature	of	our	solution	is	the	flexibility	it	provides	in	experimenting	with	action	
probabilities	within	the	data	generator	configuration.	This	enables	the	creation	of	diverse	
user	 behavior	 scenarios,	 allowing	 for	 thorough	 testing	 of	 algorithm	 robust-ness	 under	
various	circumstances.	By	simulating	different	types	of	user	behavior,	researchers	can	gain	
valuable	insights	into	the	effectiveness	of	their	algorithms	across	a	spectrum	of	potential	
threat	scenarios.	

Moreover,	our	 synthetic	data	generation	capability	offers	 the	opportunity	 to	enhance	
real	 historical	 IS	 audit	 data.	 By	 seamlessly	 integrating	 our	 generated	 data	with	 existing	
datasets,	 researchers	 can	 augment	 the	 pool	 of	 users’	 behavioral	 models	 and	 activities,	
thereby	enriching	the	dataset	for	more	comprehensive	analysis.	This	 integration	enables	
the	 exploration	 of	 new	 user	 behaviors	 and	 the	 evaluation	 of	 algorithm	 performance	 in	
scenarios	not	usually	encountered	in	real-world	data.	

Overall,	our	proposed	solution	empowers	researchers	and	practitioners	to	advance	their	
understanding	 of	 security	 risks	 and	 enhance	 their	 defense	mechanisms.	 By	 providing	 a	
versatile	platform	for	generating	suitable	datasets	for	algorithm	testing	and	refinement,	our	
solution	contributes	to	the	ongoing	efforts	to	combat	insider	threats	and	safeguard	sensitive	
information	in	today’s	dynamic	organizational	environments.		
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in	an	Information	System	by	Analyzing	their	Actions	Using	a	Markov	Chain	and	an	Artificial	
Neural	Network”	is	submitted	to	World	Intellectual	Property	Organization	on	2021/02/26.	
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