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Abstract
Chatbots have been an interesting application of natural language generation since its inception. With
novel transformer based Generative AI methods, building chatbots have become trivial. Chatbots which
are targeted at specific domains for example medicine and psychology are implemented rapidly. This
however, should not distract from the need to evaluate the chatbot responses. Especially because the
natural language generation community does not entirely agree upon how to effectively evaluate such
applications. With this work we discuss the issue further with the increasingly popular LLM based
evaluations and how they correlate with human evaluations. Additionally, we introduce a comprehensive
factored evaluation mechanism that can be utilized in conjunction with both human and LLM-based
evaluations. We present the results of an experimental evaluation conducted using this scheme in one of
our chatbot implementations which consumed educational reports, and subsequently compare automated,
traditional human evaluation, factored human evaluation, and factored LLM evaluation. Results show
that factor based evaluation produces better insights on which aspects need to be improved in LLM
applications and further strengthens the argument to use human evaluation in critical spaces where
main functionality is not direct retrieval.
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1. Introduction

The landscape of chatbot development is rapidly evolving, propelled by advancements in
Large Language Model (LLM) APIs. While the pace of development is exciting, there is a gap
between building an LLM-powered application and building a reliable system with LLMs. This
challenge requires carefully considering whether the final product satisfies all requirements
and evaluate it to test its alignment with performance and ethical standards. As highlighted by
[1], this evaluation process should encompass both a technical assessment and a trust-oriented
framework. It is essential to ensure a balance between operational efficiency and responsible
usage.

This process is further complicated by common pitfalls in LLMs, as several authors [2, 3, 4, 5]
mention areas of LLM could make mistakes, such as hallucination, tone, and output formatting.
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Figure 1: Median of Likert scale ratings of each evaluator. Each spoke shows how an evaluator rated a
response based on the question type from Blooms Taxonomy.

Effective evaluation can help to improve and maintain validation and consistency to avoid
common pitfalls. The development of an effective evaluation system is timely for researchers
and developers alike, given the propagation of LLM based generative applications such as
chatbots.

The development cycle of a generic LLM-based application typically covers three phases: a)
selection of LLM, b) iterative development of the application, and c) operational deployment of
the app. The evaluation of LLMs themselves, as discussed in various papers [6, 7] is beyond
the scope of this brief. However, it is essential to note that the quality of the base LLM is a
fundamental component in leveraging its capabilities effectively and minimizing risk in the
resulting application. For applications, developers may follow different development approaches
(e.g., fine-tuning, chaining, prompting, Retrieval Augmented Generation (RAG), LLM search
combined with Knowledge graphs, etc.) and each approach demands tailored evaluation steps
e.g., quality of data used in fine-tuning or prompting styles [8], or chunk size and quantity in
RAG [9]. This paper explores three fundamental approaches for evaluating the final response
(i.e., output) generated by LLM-based chatbots namely automated metrics, human evaluation
and LLM based evaluation. With respect to human evaluation we investigate preferential
evaluation and factored evaluation methods.

2. Background

Chatbots interact with users in such a way that they resolve user queries. Some chatbots are
domain specific [10] while others are general purpose chatbots [11]. Evaluating a chatbot largely
hinges on the intended use and specialization of the chatbot. In reviewing 16 papers on this
topic, we summarized several key components that require attention for the evaluation; among
these, the clear definition of the chatbot’s intended purpose (i.e., use case - that specify business
goal or client expectations, and user interaction with app) is critical. Such clarity helps for a
focused evaluation of whether the chatbot attains its designated purpose.



The components described in Table 1 suggest that chatbots can be evaluated on different
factors (also known as factors or dimensions), such as their ability to answer the users’ queries
completely, their linguistic effectiveness, and their ability to recall information (either through
information retrieval or memory). Additional metrics may include the system’s response time,
usability, and intuitiveness.

Currently, there are no common methods or agreed upon best practices that are robust
enough to evaluate LLM-based applications. As pointed out in almost all the prior work on
this topic, a notable challenge is the lack of consensus on appropriate evaluation criteria and
metrics. Therefore, researchers and developers bear the responsibility of choosing evaluation
methods that are most appropriate for their unique application. This responsibility may not
only increase development timelines but may also lead to underpowered statistical evaluations
[12, 13]. A resounding issue of automated metrics is that they are inconsistent with results
and may not always correlate with human evaluation. But many still prefer to use them in
evaluation due to being readily available and also easily repeatable [14, 15, 16, 17, 18]. Which
is not the case with human evaluation, it is expensive and will not be repeatable in the same
context even if one uses the same humans [19, 13, 20]. We must acknowledge the work where
generative AI models which are being used at the evaluation step such as ChatEval, GPTScore
and ARES [21, 22, 23] which are novel applications of LLMs. [24] discusses about “bot-play”
where an already evaluated LLM being used in evaluating a new un-evaluated LLM. When
considering LLM based evaluators, one must make sure the evaluator LLM produces acceptable
and accurate decisions to a given threshold.

Human evaluation remains the most widely accepted form of evaluation in research studies
despite frequent reports of underpowered results [25, 13]. Several attempts have been called
for the standardization of human evaluation methods [26, 20], but its costly nature often leads
researchers to report on systems with statistically insufficient power. Additionally, the sensitivity
of human evaluators to the framing of questions (framed negatively or positively) is reported
to influence outcomes [27]. For conversational or dialogue systems, the common standard of
human evaluation is Quality on Likert scales. Quality can vary across tasks, and it encompasses
multiple factors such as correctness, relevance, informativeness, consistency, understanding,
etc. [19]. [13] suggest using a minimum of 100 questions rated on 5 or 7-point Likert scales to
evaluate multiple dimensions. This seems to be a difficult goal to achieve due to the expensive

Table 1
Components of evaluation for an LLM powered application

Key components Description

Response properties Correctness of output
Readability/tone

Grading approach One uttarance
Conversation
Comparative/preference

User experience Number of interactions per user
Helpful suggestions from the bot
The intuitiveness of the application



nature of human evaluation.
The variability in expert opinions has led to multiple recommendations for refining human

evaluation approaches. Engaging at least four experts is recommended, but more is preferable
for robust results [20]. However, using expert evaluations may not always be productive,
particularly if the system is not designed for expert use [25]. In cases where the number of
available experts is limited, a comparative (also known as preferential) evaluation approach
is often preferred. Additionally, it is advisable to involve about 10 to 60 non-expert users -
the intended end-users of the system - in the evaluation process and to ensure that the Inter
Annotator Agreement (IAA) is reported for reliability (refer to Table 3 in [13] for best practices).
It is also imperative to use external evaluators who have not taken part in the conversation to
judge the conversation [19]. [28] discusses the complexities in explaining human evaluations;
noting that individuals with varying levels of expertise can provide divergent assessments of
the same response, this again shows the importance of employing many humans with varying
expertise to completely evaluate such a system.

In summarizing insights from reviewed research articles, it is evident that human evaluation
remains a common and indispensable element in the evaluation pipeline of chatbot systems,
albeit implemented at different stages. Additionally, a diverse selection of metrics is frequently
employed to assess various aspects of chatbot responses. Utilizing evaluator LLMs seems to
be a promising approach that warrants exploration due to its potential to offer efficient and
scalable evaluation. While the current focus is on the evaluation, a potentially critical factor,
often overlooked, is the nature of the data used for testing and evaluation and many papers lack
specificity regarding the types of questions posed to chatbots. We propose that incorporating
a range of question types, informed by cognitive psychology frameworks such as Bloom’s
Taxonomy, could significantly enhance the systematic evaluation of chatbot responses and the
insights drawn from such an evaluation.

To experiment with the evaluation procedures, we implement a chatbot first (Figure 2). This
implementation follows industry standards such as Retrieval Augmented Generation (RAG),
Vector Databases etc. to create a chatbot. The chatbot EdTalk aims to assist users in navigating
and comprehending lengthy reports by harnessing the power of LLMs and the goals are to have
minimal hallucination and strict adherence to factual information from its knowledge base. The
goal of this chatbot is to make the educational reports such as Condition of Education accessible
to a wide range of readers. Hence, chatbots knowledge base is built with the said reports. By
evaluating EdTalk, we investigate if this chatbot aligns with its initial goals. Simultaneously we
find if the chatbot is able to consistently follow the goals for various different types of questions
in Bloom’s Taxonomy. Later we compare the results from various evaluation procedures
including automated, human and LLM-based to find what is more informative with respect to
the development of this chatbot.

3. Evaluation procedures

We understand that chatbots, like any software will have an iterative implementation where
the developers would be updating components which make up the chatbot. Each of these
components and the full system need to be evaluated for reliability and performance. In this



section we dive into various evaluation procedures we conducted and briefly explain how they
were implemented. But we only focus on the utterance-based evaluation; meaning that we shall
only be investigating procedures which are built to look at responses of the chatbot. Other
components performance such as the semantic search used for retrieval in RAG is not in scope
for this investigation.

To conduct the evaluation we employ the service of 5 humans. Initially, one of the human
evaluators, having access to the content to be evaluated, generated 40 questions based on
Bloom’s Taxonomy [29]. The purpose behind adopting Bloom’s Taxonomy was to determine
the efficacy of the chatbot in responding to different types of questions. This approach adds
another unique dimension to the evaluation process, enabling us to evaluate the quality of the
chatbot’s responses against different types of questions. It should be noted that the specific
questions used in the evaluation were dependent on the use case of the chatbot implementation
and have not been disclosed in this article.

Then a pair of humans hereafter known as - annotators, write their own responses to the
above questions. Later another pair hereafter known as - evaluators determines the quality of
the responses. Both pairs consists of an expert and a novice. An expert is someone who has
been working with these reports for more than 2 years and a novice is new to the area but has
some experience with the content.

3.1. Automated evaluation

Selecting an automated evaluation model is one crucial step. We do not select n-gram based
methods because of the issues that literature points out and hence, we utilize embedding based
methods. In that regard we believe BLUERT [17] to be the best out of the selection. We must
not forget that this methods would still sometimes produce inconsistent results, but as it is

Figure 2: Screen capture of the EdTalk chatbot answering a question



Table 2
Scenario from Condition of Education report 2023, the example question, Annotator expert response,
generated response. Similar response pairs are used in the BLEURT evaluation

Question Expert response Generated response

What chal-
lenges did
schools face
during the
pandemic?

Schools experienced many
other challenges—besides
staffing-related ones—during
their recovery from the coro-
navirus pandemic. Some of
these other issues facing public
schools included reported
increases in student and
teacher absenteeism, student
socioemotional and behavioral
development, and an increase
in the percentage of students
seeking mental health services
from school, as compared
with before the coronavirus
pandemic.

Schools faced many challenges during the pandemic
besides staffing-related issues. Some of these chal-
lenges included reported increases in student and
teacher absenteeism, student socioemotional and be-
havioral development, and an increase in the percent-
age of students seeking mental health services from
school, as compared with before the coronavirus pan-
demic. In particular, in April 2022, some 70 percent
of public schools reported that the percentage of stu-
dents who had sought mental health services from
school had increased since the start of the coronavirus
pandemic. Overall, only 12 percent of schools strongly
agreed and 44 percent moderately agreed that their
school was able to effectively provide mental health
services to all students in need. So, schools faced chal-
lenges related to student mental health, absenteeism,
and socioemotional and behavioral development dur-
ing the pandemic.

repeatable, it can be used at the rapid development stage to test parameters such as chunk sizes,
overlap sizes etc. BLEURT requires a reference text and a generated text to compute similarity,
and [17] suggests using a specific checkpoint to achieve best comparison1, an example of the
reference text (Expert response) and the generated text (generated response) is given in the
Table 2. Evaluating if the chatbot responses are similar to annotators is straightforward with
BLEURT.

3.2. Human evaluation

Human evaluation on the other hand is a bit complex. There is traditional human evaluation
which is typically a preferential rating of what response a human would prefer more. While
this is an acceptable measure [13], it may still miss insights from the results. We conduct this
traditional preferential evaluation first to start the human evaluation. The humans do not need
to be experts in the domain to conduct this type of evaluation [25].

Then we enlist evaluators to rate responses of the chatbot for the previously created questions.
Rating will be conducted on a few factors [22, 13]. We carefully select these factors so that we
can effectively evaluate many aspects of the chatbot, where many of the selected factors were
inspired by [13]. We develop a 5-point Likert scale-based questionnaire from which we collect
expert ratings for the chatbot responses.

Instructions on how to perform the ratings were given prior to the evaluators. Table 3 shows

1https://github.com/google-research/bleurt?tab=readme-ov-file#checkpoints
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what questions an evaluator should ask before rating a response for a criterion. The criterions
are set up so that a response with all the accurate and relevant information, without unnecessary
information, in the most clear and concise manner is rated high. We also take hallucinations
into the equation as well; this covers most quality criteria a generative AI application should
look for. Evaluators are also free to refer the text where the questions re based off of, but we
did not make the previous Annotator responses available for the Evaluators. We gave example
ratings for a few questions and responses which were not part of the 40 selected above, these
included examples for ratings 1, 3 and 5. Evaluators were free to determine how to assign the
intermediate ratings.

3.3. LLM-based evaluation

The evaluation procedure being discussed is a relatively new one, and there is currently limited
literature available to support its reliability as compared to human evaluation. The purpose
of this study is to contribute to the existing literature by comparing human-based evaluation
with LLM-based evaluation. The researchers used the same instructions that were given to
human evaluators to prompt the LLM for evaluation. In addition, examples for each Likert scale
value were provided to ensure that the LLM was aligned with the evaluation criteria, this is
the only difference between the human instructions as humans do not receive examples for all
Likert scales. The evaluation prompt included the question, facts retrieved from the content,
and the response generated by the chatbot, as per the methodology proposed by [23]. The
responses were evaluated for a given factor at a time, and the generated evaluation responses
were processed to extract similar Likert scales from the LLM. The LLM evaluators did not have
access to the Annotator responses created in the automated evaluation step, but LLM evaluator
did have access to the content of the document. This allowed the researchers to compare the
LLM-based evaluation with the human evaluation in a similar light.

4. Results

In this section, the results of all evaluation procedures are compared and contrasted. The
purpose is to gain an understanding of what was learned from each experiment and to identify

Table 3
Criteria for the Likert scale questionnaire

Criterion Description

Relevance If the facts presented are required by the question?
Informativeness Are all the facts called by the question presented by

the response?
Correctness How correct the generated response?
Clarity Does the question call for a certain formatting ofr

the answer or is the response brief or verbose?
hallucination Is the answer a hallucinated reference, information

etc.?



Table 4
Automated evaluation results; each generated answer is compared against a human (Expert or Novice)
and the BLEURT score is reported herewith

Type Expert Novice

Remember 0.45 0.40
Understand 0.61 0.55
Apply 0.44 0.24
Analyze 0.47 0.41
Evaluate 0.22 0.31

any advantages or disadvantages associated with each method. Bloom’s Taxonomy is used to
make comparisons, but the specific types within the taxonomy are not explained in this work.

Table 4 presents the results captured by the automated evaluation experiment. As we explain
in the previous sections, here we use BLEURT [17] as the metric to compute similarities of
the generated response against a human written answer. This evaluation can be conducted
rapidly if the human written responses are readily available. Meaning that the human needs
to only write the response once, where it is possible to repeatedly run the evaluation after the
parameters of the application are altered. It is not clear how to compare two BLEURT scores
for a similar task where multiple reference text are used. Upon inspection and comparison of
BLEURT values, it was noted that for some question types, expert and novice fell into similar
ranges. For both humans, the generated response has a lower similarity in Evaluate questions.
For Apply questions, while Experts similarity is at 0.44, novice has 0.24. Highest similarities
were reported in both humans at Understand questions.

We conducted traditional human evaluation through preferential rating first, this type of eval-
uation does not require domain experts to conduct evaluation and is much faster considering the
other human evaluation methods. Here we find that the chatbots answers are preferred only 47%
(on average) of the time, Table 5 present results broken down into the same Bloom’s Taxonomy
type. This measure does not reveal anything about what areas are needed improvement in order
to perform better. Which is typically why the community prefers factored human evaluation.

Table 7 reports the results of the factored evaluation in both human and LLM procedures.
Since we used Likert scales to capture ratings, we have reported the results via medians of
each factor and question type. The visualized results are displayed in Figure 1, which clearly

Table 5
Percentage of preference of generated response in the preferential rating evaluation

Type Generated response preference

Remember 31%
Understand 100%
Apply 0%
Analyze 57%
Evaluate 33%



Table 6
Agreement of human annotators using Krippendorff’s alpha

Criterion Krippendorff’s 𝛼

Correctness 0.12
Informativeness 0.18
Relevance 0.31
Clarity 0.52
Hallucinations 0.31

highlight the notable differences between novices and experts in their approaches to response
analysis. The graph underscores the importance of recognizing individual variations in cognitive
processing and interpretation of information.

Using the factored human evaluation procedure, we were able to experimentally figure out
previously elusive facts about the generative application. When we initially conducted trivial
automated and human evaluation (preferential), if we do not break questions down to Bloom’s
Taxonomy, we only get one measure to test if the chatbot works within the parameters of an
acceptable application. This is not usually enough to understand the underlying complex issues
of LLMs, and if they are present in the LLM-powered application or not. RAG systems are
built to retrieve information which is available in context. This means that when posed with
Remember questions, they must perform well, but as the results from the expert show; EdTalk
does not perform well with Remember questions (Table 7 and Figure 1). It shows also that
chatbot responses are not consistent enough to say anything related to other question types.
This result reveals while RAG chatbots should be great at answering retrieval based questions

Table 7
Factored evaluation results; median across question type. Higher the better.

Type Correctness Informativeness Relevance Clarity Hallucinations

Expert

Remember 2 2 3 2 3
Understand 5 4 4 2 3
Apply 3.5 3.5 3 3 2
Analyze 4 4 4 4 5
Evaluate 2 3 3 4 1

Novice

Remember 5 4 3 4 3
Understand 3 3 2 2 2
Apply 4 2.5 3.5 2.5 2
Analyze 4 4 5 4 5
Evaluate 4 4 4 4 4

LLM

Remember 4 3 4 5 5
Understand 4 2 4 5 5
Apply 5 5 4.5 5 4
Analyze 5 5 5 5 5
Evaluate 4 3 4 5 5



they sometimes do not work as intended in the perspective of a human. We also note that the
automated evaluation with BLEURT showed similar patterns with each of the question type
as well, but when we take the novice into account, the similarity is not present anymore. One
advantage in this type of evaluation is that we can now check the inter-rater reliability, and
we show this in Table 6. We notice the major issue pointed out by many prior work here with,
where humans not agreeing in their reviews. Also by categorizing questions into factors we
notice that human agreement is moderate in Clarity but all other factors are low agreement.
One disadvantage we notice here is the ability of repeating the evaluation effort, same humans
may rate these responses differently if we change the order or the framing of the questions in
the questionnaire [13, 25].

5. Discussion

The goal of this work is to illustrate how challenging it is to evaluate an LLM based application,
especially evaluating a chatbot with current methodologies including automated, human and
LLM procedures. We first demonstrate that there are advantages and disadvantages in all three
of these approaches. We also note the differences of results gained from all three evaluation
procedures, there is very little correlation between these results and it would be difficult to
suggest one to be used. We also observed that the experts evaluation results are a bit stricter
and resulted lower scores generally for many factors. The novice had looked at the chatbot
in a favorable light and we notice the slightly elevated scores. Using an LLM to evaluate the
chatbot responses seems to be not reliable as the LLM scores its own responses high. In our
experimental case, we used the same LLM (GPT-3.5) to generate the responses and also as the
evaluator LLM. This is not the ideal setting as [24] points out, in [24] authors point out if an
LLM is not evaluated it must be evaluated using an already evaluated LLM or a higher order
LLM. Given this situation of uncertain evaluations from any procedure, we should not distract
the readers from the need for evaluating. To improve the reliability of evaluation, we suggest
increasing the number of humans used in the factored human evaluation. Also enlisting a wide
range of expertise would create a smoothed preview of the results; however, this would increase
the expensiveness of the evaluation. As [13] suggests, enlisting a larger amount of intended
users of a chatbot would still not be ideal as these users may also create confusion on whats
correct and whats not. Allowing untrained humans to make judgments on the factors will not
yield the most accurate results, similar to the case we have with LLM results in Figure 1.

One deciding factor would be the repeatability and the amount of funds a person has toward
evaluating a chatbot. In this regard we note while automated procedures are repeatable, low
reliability of these metrics make a case against them. Human evaluation is considered the gold
standard, while that can be true research indicates that the human disagreement is a greater
issue; we also notice this issue indicated in Table 6. LLM evaluators are a novel adaptation of
LLMs, its greatest adversary right now is not having enough research to support its reliability.
We observe that in some cases LLM evaluators have similar responses to human evaluators.
But this is not the case always, in most instances LLM evaluators tend to be overly confident
in the response being correct. We cannot reject the promise in LLM evaluators as we can set
various personalities and take various versions of its evaluation rapidly [21], but this also must



be explored in terms of whether a person of such an expertise would rate the same response in
a similar way. Further research needs to be conducted in understanding how LLMs can help us
evaluate LLMs.
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You must f i r s t i n v e s t i g a t e i f i t i s p o s s i b l e t o s u p p o r t an
answer with the a v a i l a b l e f a c t s I f you do not have f a c t s t o
s u p p o r t an answer , s t e p by s t e p e x p l a i n i n g your r e a s o n i n g
behind each a c t i o n you must come up with a answer by
p r o c e s s i n g , a p p l y i n g and e v a l u a t i n g f a c t s as needed .
Otherwise you must on ly respond with " I dont know " and do
not o u t p u t any th ing e l s e .

A.2. LLM Evaluator Prompt

Here in this prompt we only add the prompt used with the “Correctness” criterion and similar
prompts can be drawn for others.

You a r e an e x p e r t e d u c a t i o n r e s e a r c h e r .
You a r e g iven a s e t o f f a c t s , a q u e s t i o n t h a t r e l a t e s t o the

t e x t o f t h e s e f a c t s and an answer f o r the g iven q u e s t i o n .
Your t a s k i s t o e v a l u a t e i f the answer i s a good answer t o the

g iven q u e s t i o n based o f f o f a c r i t e r i o n and a l s o c o n s i d e r i n g
the f a c t s .

E v a l u a t i o n s t e p s :
1 . Read the f a c t s : S t a r t by c a r e f u l l y r e a d i n g the f a c t s

p r o v i d e d . Unders tand the c o n t e x t , main p o i n t s , and any
r e l e v a n t d e t a i l s .

2 . Analyze the Ques t ion : Examine the q u e s t i o n t h a t r e l a t e s t o
the f a c t s . Ensure you have a c l e a r u n d e r s t a n d i n g o f what the

q u e s t i o n i s a s k i n g f o r .
3 . Review the Answer : C a r e f u l l y read the answer p r o v i d e d and

a s s e s s i t based only on the f o l l o w i n g c r i t e r i o n :

C o r r e c t n e s s : Does the answer p r o v i d e a c c u r a t e i n f o r m a t i o n based
on the paragraph t e x t ?

4 . Ass ign a S c o r e : Use the 5− p o i n t s c a l e t o a s s i g n a s c o r e t o
the answer :

S c o r e 1 : I f the answer i s wrong compared with the f a c t s f o r the
q u e s t i o n

S c o r e 2 : I f the answer i s most ly wrong compared with the f a c t s
f o r the q u e s t i o n

S c o r e 3 : I f the answer i s p a r t l y c o r r e c t g iven the f a c t s f o r
the q u e s t i o n

S c o r e 4 : I f the answer i s most ly c o r r e c t g iven the f a c t s f o r
the q u e s t i o n

S c o r e 5 : I f the answer i s c o r r e c t g iven the f a c t s f o r the
q u e s t i o n



5 . Document S c o r e s : Keep a r e c o r d o f the s c o r e s and f e e d b a c k
f o r r e f e r e n c e .

Th i s can be h e l p f u l f o r t r a c k i n g p r o g r e s s and e n s u r i n g
c o n s i s t e n c y i n your e v a l u a t i o n s .

The f a c t s : < r e l e v a n t _ f a c t s >

The Ques t ion f o r t h i s f a c t s : < q u e s t i o n >

The Answer : < response >

S c o r e :
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