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Abstract
This paper describes the participation of TeamUFPR in the Aspect-Based Sentiment Analysis in Portuguese
(ABSAPT 2024). The challenge proposed two tasks aimed at evaluating aspects and sentiments in
Portuguese. Based on solutions from previous years, we explored the BERT model for sentiment
classification of texts. However, we also focused on developing a solution that would be helpful in data
generation. We chose this strategy because we were limited to 4.8k training samples, making it important
to explore new ways to generate high-quality data. Thus, we explored ChatGPT to better understand
how more samples could be generated and the potential behind using LLMs in the creation of training
data for the proposed tasks.
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1. Introduction

Over the past decade, Natural Language Processing (NLP) techniques have gained significant
prominence. These techniques aim to represent and extract characteristics from texts and
sentences, mirroring the way humans understand text. NLP offers significant benefits, particu-
larly in processing the vast amount of information available on the Internet, which would be
impractical for humans to analyze quickly [1].

The study of Aspect-Based Sentiment Analysis (ABSA) involves various methods aimed
at identifying and extracting specific aspects of sentences. These methods allow for detailed
information retrieval, providing a deeper understanding of the sentiments expressed within the
text. ABSA is particularly valuable in categorizing and characterizing content during analysis,
emphasizing its pivotal role in data analysis across sectors such as market research and Data
Science.

ABSAPT 2024 is the second edition of the IberLEF task dedicated to aspect-based sentiment
analysis in the Portuguese language [2, 3]. The competition uses a dataset obtained from
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TripAdvisor, consisting of user comments. ABSAPT is one of the tasks featured at IberLEF 2024,
within the sentiment, posture, and opinions section.

Thus, in the context of ABSAPT 2024, our proposal primarily consists of implementing a
strategy focused on classification and sentiment extraction. This strategy takes into account
the results obtained in previous work [4].

Our team has experience addressing machine learning challenges focused on detecting and
mitigating computer security breaches, as well as applying artificial intelligence in gaming
environments. While we are not directly involved in Natural Language Processing (NLP) tasks,
we are interested in exploring learning strategies tailored to this context and investigating the
feasibility of incorporating prior knowledge into our solutions.

The rest of this article is structured as follows: Section 2 describes the tasks of ABSAPT
2024. Section 3 presents related work. Section 4 details the proposed solution and discusses our
findings. Finally, Section 5 concludes the article.

2. Task Description

In 2024, two tasks were proposed for competitors to explore. Both tasks focus on the use of a new
dataset, which aims to address the challenge of developing specific methods for Aspect-Based
Sentiment Analysis in Portuguese [2].

The data used by the competitors were sourced from TripAdvisor reviews written in Por-
tuguese. Table 1 shows the distribution of the data used to train the models, along with the two
test sets employed to evaluate the effectiveness of the models proposed by each team (one test
set for each task).

Data Number of Samples

Train 4828
Test task 1 284
Test task 2 1176

Table 1
ABSAPT 2024 Dataset.

The objective of Task 1 is to extract aspect terms. Each team must propose and test a solution
for identifying one or more aspects within a sentence using the TripAdvisor dataset. Each
evaluation may yield a list of aspects that will be considered during the model evaluation.

Task 2 focuses on extracting sentiment orientation. Each team is required to develop a
solution for determining the polarity of TripAdvisor reviews, which can be categorized as
positive, negative, or neutral. Teams must identify the polarity of each review using predefined
templates.

3. Related Works

Previous experiences of our group in the competition explored different strategies [5, 6]. In
2021, we focused on exploring machine learning classification strategies, testing nine different



types of models with various feature selections, achieving an F1-score of 78% for one of the
datasets. In 2022, our group pursued two different strategies: one based on Conditional Random
Fields (CRF) for aspect extraction, and another utilizing Bidirectional Encoder Representations
from Transformers (BERT) for sentiment extraction.

The Aspect-Based Sentiment Analysis in Portuguese (ABSAPT 2022) task summarizes the
overall results of the 2022 competition [4]. Competitors mainly focused on exploring BERT or
CRF, with the top results achieved using BERT. The highest F1-score achieved was 81%.

4. Proposed Strategies

In this section, we describe the generation of new data and the strategies employed for each
task. Given the nature of the proposed tasks, we considered and applied two strategies. These
strategies used the entire dataset presented in Section 2, along with additional data generated
using ChatGPT, to train the algorithms.

4.1. Generating Extra Data With ChatGPT

In an attempt to increase the size of the training dataset, and considering the pivotal role of
data abundance in refining a model’s accuracy, our team opted to use ChatGPT to generate
synthetic reviews, thereby obtaining the necessary data to expand the dataset.

However, generating the data posed several challenges. While creating the reviews them-
selves was straightforward, extracting their (sometimes multiple) aspects and polarities proved
difficult for the chatbot. Initially, our aim was to avoid any manual intervention and generate
approximately five thousand additional entries for the training dataset, effectively doubling its
size. However, compromises had to be considered: either (i) introduce more manual intervention
than anticipated, or (ii) accept that some of the generated data might need to be discarded
because it wouldn’t meet the challenge’s objectives.

Each batch of data generated exhibited some variation, aimed at introducing diversity in
writing styles to make the new dataset resemble the original one. The general guideline was
the following: instructing the bot to create synthetic reviews from TripAdvisor, then prompting
it to extract the aspects and polarity and finally formatting everything into a CSV file, then
continue the generation of this file.

generate a couple of synthetic reviews from tripadvisor in brazilian portuguese

Table 2
Input prompt 1: generating reviews

now extract the aspects reviewed from each text, make sure they’re words that are in the review body

Table 3
Input prompt 2: extracting aspects



make sure they’re single words

Table 4
Input prompt 3: correcting the output of the previous instruction

alongside the aspects put a number to represent the polarity of the aspect: 1 for positive, 0 for neutral
and -1 for negative

Table 5
Input prompt 4: extracting the polarities

The first four prompts (Tables 2, 3, 4, and 5) consistently focused on generating the data: the
reviews, aspects, and polarities. Occasionally, it was necessary to reiterate a rule for aspects,
as they were required to be single words present within the review body itself. The last two
prompts (Tables 6 and 7) aimed to format the data correctly and proceed with the generation in
its final format.

now put it all together in a csv with the following columns: text, aspect, polarity. repeat the text if
there’s more than one aspect in the same review

Table 6
Input prompt 5: formatting the data

continue generating reviews, aspects and polarities like this in the CSV format

Table 7
Final input prompt: continuing the generation

The process turned out to be much more complex than initially anticipated due to ChatGPT’s
inability to perform all these steps in a single prompt. Even when attempting to complete all
five steps in one prompt, subsequent adjustments were consistently necessary to tailor the
generation to our requirements. Continuous monitoring during the initial stages of generation
was crucial to ensure the synthetic dataset’s usefulness.

Furthermore, following the execution of the general workflow, it became necessary to nor-
malize the generated data. In several instances, the aspects generated for the reviews were not
actually present in the text. This highlighted a significant drawback either in the generation
method or the overall strategy: too many entries were eliminated during the ’cleaning’ process.
As a result, achieving the initial goal of generating 5,000 lines promptly became unfeasible.
Consequently, our team settled for 1,281 new entries, thereby increasing the size of the original
training dataset from 4,828 to 6,109 entries.

After analyzing the generated data, our team concluded that creating approximately 400 lines
in a single chat was the limit of the chatbot’s ’usefulness’ (with about 30% to 40% of the lines
being removed later). Beyond this threshold, further generation became increasingly unreliable,
with a significant portion of lines being discarded during the data cleaning process. Having
these empirical estimates beforehand would have made the generation process more efficient



and potentially enabled our team to reach the goal of generating five thousand additional lines.
The limitations of this method include the need to verify the quality and relevance of the

generated data, as well as to check for biases in the synthetic texts. These constraints contradict
the initial goal of automation expected from this approach, as ChatGPT’s responses are shaped
by the data it was trained on. It’s possible that more domain-specific large language models
might be better suited for this particular task.

Overall, unless significantly redesigned, the proposed strategy was not practical for mean-
ingfully increasing the size of a dataset, especially for very large datasets. This is because the
primary objective of easily automating the process of obtaining more relevant data was not
achieved.

4.2. Task 1

Task 1 was not our team’s focus.

4.3. Task 2

Our team analyzed the strategies outlined in [4] for extracting sentiment orientation. Conse-
quently, we focused on utilizing BERT for sentiment extraction.

Table 1 presents the parameters used for the three evaluation tests conducted. The test
scenarios consist of: (i) ’Based’, where the model was trained and validated using only the
dataset for ABSAPT 2024; (ii) ’ChatGPT’, where we use only the LLM-generated dataset; and
(iii) ’Extended’, where both datasets are merged.

Starting from the aforementioned strategies, we focused on improving the accuracy and
F1-score of sentiment orientation prediction. To that end, we trained the BERT model on
an expanded version of the given training dataset, which included LLM-generated entries of
example sentences fitting the dataset format. The larger amount of training data enabled us to
enhance the model’s accuracy.

Figure 1: Parameters used in the
algorithm.

BERT

batch size: 32
epoch: 10

learning rate: 5e-5
Train/test 50/50

Figure 2: Evaluation with different datasets.

Loss Accuracy F1-score

Base Train 0.172 93.45 93.28
Val. 0.689 77.80 76.97

ChatGPT Train 0.126 94.82 94.83
Val. 0.676 79.42 79.40

Extended Train 0.155 92.32 92.27
Val. 0.253 89.81 89.72

Table 2 presents the training and validation results for each of the respective scenarios. The
training phase shows a difference of less than 2% between the three scenarios. However, the
validation results indicate a reduction in loss, as well as an increase in accuracy and F1-score,
when we consider the extended dataset that includes the ChatGPT-generated data.



5. Conclusion

In this paper, we describe TeamUFPR’s participation in the ABSAPT 2024 (Aspect-Based Senti-
ment Analysis in Portuguese) competition. The first task involved developing a model to extract
aspects from TripAdvisor reviews, while the second task focused on determining the sentiment
expressed toward each aspect.

Our implementation focused mainly on the second task: classifying the extracted aspects
from the text into one of three polarities—positive, negative, or neutral. To achieve this, our
team proposed using the Hugging Face Transformers library, building upon the BERT-based
approach from a previous ABSAPT entry [6].

We also experimented with using ChatGPT to significantly increase the training dataset
size with the goal of improving the model’s accuracy. However, our observations revealed the
limitations of this approach. The synthetic data generated was not sufficient for our purposes,
and most of it ended up being removed from the final dataset. Overall, while it is possible to
achieve better results with this technique, the method for requesting data needs to be reviewed
to better suit massive data generation.

Finally, we observed that our approach improved upon the previous results for the second
task in the ABSAPT-2024 competition compared to the ABSAPT-2022 entry [6]. Specifically,
the F1-score of the training results improved from 92.21% in the previous entry to 94.83% when
using the ChatGPT-generated entries. However, the F1-score of the Extended model, which
included both the base (given dataset) and ChatGPT-generated entries, fell to 92.27%, while its
accuracy increased compared to the base model. Additionally, our focus was limited for the
aspect extraction task, and we could have achieved better results had we explored more varied
models.

For future work, it might be valuable to explore data generation solutions using other large
language models to obtain larger datasets from smaller samples. Special attention should be paid
to biases and ways to improve the quality of the data generated by these models. Furthermore,
a comparison could be made between the accuracy of the Portuguese-language model and that
of a similar English-language model.
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