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Abstract

We present the CLTL system developed for the DIMEMEX Shared Task on detecting fine-grained types of hate
speech in Mexican Spanish memes. The competition consisted of two tasks. Task 1 involved classifying memes
into hate speech, inappropriate, or harmless categories, while Task 2 required further classification of hateful
memes into classism, sexism, racism, or other types. We explored the effectiveness of combining state-of-the-
art language models with the Swin Transformer-based visual model to create a multimodal system using the
Multilayer Perceptron fusion module for classification. Our experiments demonstrated that the XLM-T model
combined with Swin Transformer V2 achieved the highest results, with an F1 score of 57.88 for Task 1 and 43.65
for Task 2, ranking 1st in both tasks in the competition.
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1. Introduction

Memes have become a prevalent form of online expression, effectively conveying complex ideas through
shareable and engaging content that combines images with concise text. While often humorous and
entertaining, memes are commonly used to spread hate speech and reinforce harmful stereotypes [1].
The rapid growth of social media platforms has exacerbated the dissemination of hateful memes,
prompting increased research into detecting hatefulness expressed in such content, including fine-
grained types of inappropriate multimodal content such as hateful [2], misogynistic [3], harmful [4], and
offensive [5]. However, most of the previous studies have primarily focused on English-language memes,
with only a few extending their research to less-resourced languages, e.g., [6]. This gap is particularly
evident in the context of Mexican Spanish. Although Mexico has the largest number of Spanish speakers
in the world (125.95 million) [7], Mexican Spanish is considered one of the notable resource-constrained
languages [8]. The scarcity of large annotated datasets and domain-specific models poses significant
challenges for multimodal content moderation in Mexican Spanish.

To bridge this gap, the DIMEMEX challenge [9] at IberLEF 2024 [10] provides a platform for developing
and evaluating models capable of detecting hateful memes in Mexican Spanish. This challenge includes
two tasks aimed at (1) determining the presence of hate speech and inappropriate content in memes,
and (2) classifying hateful memes into fine-grained classes: classism, sexism, racism, and others. To the
best of our knowledge, this is the first shared task on hateful memes detection in Mexican Spanish.

We carried out a variety of experiments using state-of-the-art Spanish language models and multilin-
gual language models combined with the visual model Swin Transformer V2 [11] to extract features for
encoding textual and visual cues from memes. These features were then concatenated via the Multilayer
Perceptron (MLP) fusion module for multimodal classification. Without the need for text preprocessing
and feature engineering, our system achieved first place in both tasks, outperforming the second-runner
by 2 F1 points in Task 1 and 7 F1 points in Task 2.
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2. Task Description & Dataset

The DIMEMEX challenge comprises two tasks:

2.1. Task 1. Detection of Hate Speech, Inappropriate, and Harmless Memes

This task involves a three-way classification, where each meme belongs to one of the following classes:
hate speech, inappropriate, or harmless content. The description of each of the categories is provided
below:

« Hate speech: The meme presents "Any kind of communication in speech, writing or behaviour,
that attacks or uses pejorative or discriminatory language with reference to a person or a group based
on who they are, in other words, based on their religion, ethnicity, nationality, race, colour, descent,
gender or other identity factors." [12]

+ Inappropriate content: The meme presents any kind of manifestation of offensive, vulgar
(profane, obscene, sexually charged) and/or morbid humor content.

« Harmless: The meme does not contain any form of hate speech or inappropriate content.

2.2. Task 2. Finer-Grained Detection of Hate Speech in Memes

This task entails a finer-grained classification, where each meme belongs to one of the following types
of hate speech: classism, sexism, racism, or others. The description of each type is provided below:

+ Classism: Any manifestation that promotes an attitude or tendency to discriminate someone
based on social status.

- Racism: Any manifestation that promotes an attitude or tendency to discriminate someone based
on ethnic characteristics or that promotes the superiority of a group.

« Sexism: Any manifestation that promotes an attitude or tendency to discriminate someone based
on gender-associated characteristics. This includes misogyny, misandrist, and LGBTQ+ related
content.

 Others: Any manifestation that promotes an attitude or tendency to discriminate someone based
on characteristics that do not belong to the previously defined categories.

2.3. Dataset Description

The DIMEMEX dataset used in the shared task consists of around 2,200 memes compiled from public
Facebook groups rooted in Mexico. The dataset is annotated for the hate speech categories described
above by at least three annotators. Each item in the dataset comprises an original image file of the
meme alongside its extracted textual content. We used the training data provided by the organizers
and randomly split it into 85% for training and 15% for evaluating our approaches. The statistics of the
training and evaluation sets used in this work are provided in Tables 1 and 2. It can be observed that the
dataset is highly imbalanced in terms of the represented classes, with the hateful memes constituting
the minority class with 17.06% of the entire dataset.

3. Methodology

We conducted comprehensive experiments to evaluate the effectiveness of several state-of-the-art
language models combined with the Swin Transformer V2 vision model [11] for extracting contextualized
embeddings from textual and visual inputs, respectively. These embeddings were then concatenated
using the Multilayer Perceptron (MLP) fusion module [13] with a prediction layer on top to classify each
instance into one of the predefined categories, as illustrated in Figure 1. This strategy has demonstrated
state-of-the-art performance in several multimodal classification tasks, such as detecting propagandistic



Table 1
Statistics of the training and evaluation sets used for Task 1.

Train Eval
Label Total # Num o # Num %
Hate Speech 386 328 17.06 58 17.06
Inappropriate Content 472 401 20.85 71 20.88
Harmless 1,405 1,194 62.09 211 62.06
Total 2,263 1,923 100 340 100

Table 2
Statistics of the training and evaluation sets used for Task 2.

Train Eval

Label Total 4 Num % 4 Num %
Classicism 44 37 1.9 7 2.1
Racism 114 97 5 17 5
Sexism 156 133 6.9 23 6.8
Other 72 61 3.2 11 3.2
Inappropriate Content 472 401 20.85 71 20.88
Harmless 1,405 1,194 62.09 211 62.06
Total 2,263 1,923 100 340 100

memes in Arabic [14] and identifying multimodal hate speech related to the Russia-Ukraine conflict
in English [15]. We did not apply any preprocessing steps, directly feeding the input representations
provided with the dataset into the transformer models. All models were fine-tuned on the training set
and evaluated on the evaluation set as described in Section 2.3.

Our experiments were conducted on the Google Colaboratory platform with an NVIDIA L4 GPU. We
used the PyTorch framework and the AutoGluon library [13] for our implementation. We set uniform
hyperparameters for all the examined models: a base learning rate of 1e-4, a decay rate of 0.9 using
cosine decay scheduling, a batch size of 8, a maximum of 10 training epochs, and optimization via the
AdamW optimizer.

3.1. Language Models

Our approach involves freezing the vision model (Swin Transformer V2) and testing a variety of
language models to evaluate the effectiveness of our multimodal classification system on both tasks in
the competition. Specifically, we examined the following categories of language models:

3.1.1. Cross-lingual language models

« XLM-T [16]: a multilingual transformer model specifically designed for processing social media
texts, which includes informal language, slang, and mixed languages. It leverages the structure of
the XLM-RoBERTa-Large and was re-trained on more than 1 billion tweets in diverse languages
up to December 2022.

« Multilingual-E5 [17]: a transformer-based language model designed for multilingual applica-
tions. It extends the XLM-RoBERTa-Large model by incorporating weakly-supervised contrastive
pre-training on 1 billion multilingual text pairs.
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Figure 1: An overview of the multimodal classification system.

3.1.2. Monolingual Spanish language models

« RoBERTa-base-BNE [18]: a Spanish language model based on the RoBERTa architecture [19].
The model was pre-trained using the largest Spanish corpus known to date, with a total of 570
GB of clean and deduplicated texts compiled from the web crawling of the National Library of
Spain from 2009 to 2019.

« BETO [20]: a BERT-based language model pre-trained exclusively on a large corpus from various
sources like Wikipedia and the OPUS Project. For our experiments, we used a specific version of
the BETO model designed for sentiment analysis in Spanish.

3.2. Vision Model

The vision model used to process meme images is Swin Transformer V2 [11]. This model builds on
the original Swin Transformer architecture [21] and introduces a window-based attention mechanism
for efficient image processing across various scales and resolutions. It partitions the image into non-
overlapping patches and processes these sequentially at each stage. Additionally, it employs a self-
supervised pre-training method to reduce the need for extensive labeled data. The combination of this
vision model with other language models has achieved state-of-the-art performance in the multimodal
hate speech detection task related to the Russia-Ukraine conflict in English [15].

3.3. Multimodal Fusion & Prediction

We utilized a multimodal architecture that combines visual and language models, serving as image and
text encoders to extract respective embeddings from original images and texts of memes. The extracted
embeddings were then concatenated using the Multilayer Perceptron (MLP) fusion module [13], where
the top vector representations from the different models are combined into a single vector. Following
this, a prediction layer was added to classify each instance into one of the predefined categories for
Tasks 1 and 2.

4. Results

We evaluated the performance of various multimodal models on both the evaluation and test sets for
Task 1 and Task 2. The macro-averaged F1 score was used as the official evaluation metric for the both
tasks.
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Table 3
Results for Task 1 on the evaluation and test sets.

Set Multimodal model macro-F1
XLM-T + Swin Transformer V2 58.71

Eval Multilingual-E5 + Swin Transformer V2 56.11
BETO + Swin Transformer V2 53.87

RoBERTa-base-BNE + Swin Transformer V2 52.73

Test | XLM-T + Swin Transformer V2 57.88

Table 4
Results for Task 2 on the evaluation and test sets.

Set Multimodal model macro-F1
XLM-T + Swin Transformer V2 39.20

Eval RoBERTa-base-BNE + Swin Transformer V2 34.64
Multilingual-E5 + Swin Transformer V2 33.74
BETO + Swin Transformer V2 29.65

Test | XLM-T + Swin Transformer V2 43.65

The results for Task 1 are presented in Table 3. The combination of XLM-T and Swin Transformer
V2 achieved the highest macro-averaged F1 score of 58.71 on the evaluation set, outperforming the
second-best model (Multilingual-E5 + Swin Transformer V2) by a margin of 2.6 F1 points. On the test
set, the combination of XLM-T and Swin Transformer V2 models maintained its superior performance
with an F1 score of 57.88.

Table 4 shows the results for Task 2. The XLM-T combined with Swin Transformer V2 once again
achieved the highest F1 score of 39.2 on the evaluation set, with a substantial increase in performance
compared to other models. The performance of this combination was substantially better on the test
set, with an F1 score of 43.65.

The results suggest that multilingual models (XLM-T and Multilingual-E5), when combined with
the Swin Transformer V2 visual model, perform consistently better than monolingual Spanish models
(BETO and RoBERTa-base-BNE) in most cases. This may be attributed to the peculiarities of the task
covering Mexican Spanish, as the monolingual models were primarily trained on European Spanish
data and may not generalize well to the Mexican Spanish variety. Further investigation is required to
verify this conclusion.

To further analyze the performance of the best model combination (XLM-T + Swin Transformer V2),
Figure 2 presents the confusion matrices for Task 1 and Task 2 on the evaluation set. For Task 1, the
model shows the best performance in detecting "Harmless" memes (label 2), with the vast majority of
true "Harmless" instances being correctly classified (180 out of 211). However, there is some noteworthy
confusion between "Hate Speech" (label 0) and "Inappropriate Content" (label 1). For Task 2, the model
again performed best in detecting "Harmless" memes (label 5) with 172 correct predictions out of 191.
There is a notable confusion in identifying "Racism" (label 1) and "Sexism" (label 2), where instances
are often misclassified into other categories, such as "Other" (label 3) and "Inappropriate Content”
(label 4). These observations highlight the model’s strengths and areas for improvement, particularly in
distinguishing between specific fine-grained types of hate speech in memes.
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Figure 2: Confusion matrices for the best-performing model (XLM-T + Swin Transformer V2) on the evaluation
set for Task 1 and Task 2.

5. Conclusion

In this study, we presented the CLTL system developed for fine-grained hate speech detection in
Mexican Spanish memes at the DIMEMEX Shared Task. We evaluated several state-of-the-art language
models, including XLM-T, Multilingual-E5, RoBERTa-base-BNE and BETO, in combination with the
Swin Transformer V2 visual model to extract textual and visual embeddings, which were then fused
using the Multilayer Perceptron module for classification. The results showed that the combination of
XLM-T and Swin Transformer V2 models achieved first rank on the leaderboard for both tasks, with
macro-averaged F1 scores of 57.88 and 43.65 on the official test sets for Task 1 and Task 2, respectively.
One of the directions for future work would be to include image captioning features to potentially
further enhance the multimodal system’s ability to identify the fine-grained categories of hate speech
in Mexican Spanish memes.
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