Bilingual Propaganda Detection in Diplomats’ Tweets
Using Language Models and Linguistic Features

Arkadiusz Modzelewski®?*t, Pawel Golik! and Adam Wierzbicki?

"Polish-Japanese Academy of Information Technology, Poland
*University of Padua, Italy

Abstract

Our study presents an approach to a shared task of propaganda identification and characterization at the
DIPROMATS 2024 hosted by the Iberian Languages Evaluation Forum. As the DSHacker team, we participated in
the propaganda detection task, which comprised three subtasks, each with varying levels of detail in identifying
propaganda types. The first subtask required binary identification of propaganda in tweets authored in either
English or Spanish by diplomats and authorities from major powers. The second subtask focused on a coarse-
grained classification of propaganda, while the third subtask demanded a fine-grained approach to identifying
specific propaganda techniques. To tackle these challenges, we fine-tuned different BERT-based pre-trained
models, including the XLM-RoBERTa model, and achieved remarkable success. Our system secured first place
across all language categories, including monolingual and bilingual approaches, for the second and third subtask.
Moreover, we attained high rankings in the binary propaganda classification. Our research also delves into
the potential of detecting propaganda using Large Language Models with a few-shot prompting approach. We
conducted experiments with two GPT models, including the recently released GPT-40 by OpenAlI. Furthermore,
we investigated the effectiveness of linguistic features and traditional machine learning models in propaganda
detection. Overall, our study highlights our system’s exceptional performance and provides valuable insights
into the capabilities of modern language models and machine learning techniques in identifying propaganda.
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1. Introduction

1.1. Problem Overview

In the digital age, online news often uses different propaganda techniques. Propaganda, as defined
by Sparkes-Vian [1], is an evolving set of methods and mechanisms that facilitate the propagation
of ideas and actions. It employs rhetorical techniques to improve replication, making it a powerful
tool for influencing public opinion. Propaganda is not false or immoral by its nature. Its ethical
implications depend on the political, social, and technological context. Propaganda is most effective
when it goes unnoticed, subtly altering readers’ opinions without their awareness [2]. Therefore,
detecting propaganda remains vital but also challenging to implement.

Nowadays, information spreads from many online sources. Platforms like X (formerly known as
Twitter) have become vital places for sharing news and opinions. However, they have also become
channels for spreading propaganda, which can influence people’s thoughts and actions. As a result, it is
crucial to detect propaganda, as it affects public discourse and people’s decisions.

DIPROMATS 2024 organized as a part of the Iberian Languages Evaluation Forum 2024 (IberLEF)
[3] aims to spread knowledge and research on detecting propaganda. In this study, we will present
our experiments and final systems that we utilized to detect propaganda in the task organized by
DIPROMATS 2024.
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1.2. Task Description

DIPROMATS 2024 introduces the shared task focused on the automatic detection and characterization
of propaganda techniques and narratives used by diplomats from major powers. In our experiments,
we decided to focus on propaganda detection tasks. This task includes three different subtasks listed
below [4]:

1. Subtask la: Propaganda identification
2. Subtask 1b: Propaganda characterization, coarse-grained
3. Subtask 1c: Propaganda characterization, fine-grained

Propaganda ldentification Participants must develop an automatic system to determine whether a
tweet contains propaganda. In this scenario, we are dealing with a binary classification task. For each
instance, a short tweet text, we aim to predict one of two labels: "false” or "true” indicating the presence
of propaganda [4].

Propaganda characterization, coarse-grained Systems must determine which of the four cat-
egories each tweet belongs to: Not propagandistic, Appeal to commonality, Discrediting the opponent,
and Loaded language. Each tweet can be assigned to one or more categories, making it a multiclass,
multilabel classification task [4].

Propaganda characterization, fine-grained Systems must classify each tweet according to the
specific propaganda techniques it contains. There is one negative class and seven positive classes: Flag
Waving, Ad Populum/Ad Antiquitatem, Name Calling/Labeling, Undiplomatic Assertiveness/Whataboutism,
Appeal to Fear, Doubt, and Loaded Language [4]. This task is multiclass multilabel clasification problem.

2. Related Work

The identification of propaganda in social media and web articles has gained significant attention in
recent years due to the increasing influence of online information on public opinion and political dis-
course [5]. Barron-Cedeno et al. [6] proposed a model to automatically assess the level of propagandistic
content on the article level. On the other hand, other approaches have introduced more fine-grained
propaganda techniques detection [7, 8] and analyzed the spread of propaganda on X platform [9, 10].

Research on propaganda detection significantly intersects with persuasion detection due to the
numerous shared characteristics and techniques [8]. In recent years, multiple workshops have been
organized to advance the development of technologies aimed at identifying persuasion techniques
[11, 12, 13, 14]. The most recent workshop (SemEval-2023 Task 3) focused on identifying 23 specific
persuasion techniques in online news on paragraph level and in a multilingual setup [14]. Systems
proposed during SemEval-2023 were mainly based on multilingual BERT models, such as mBERT or
XLM-RoBERTa [15, 16, 17].

The detection of propaganda has also been a research focus in the most recent shared task at
DIPROMATS 2023 [18]. Casavantes et al. [19] utilized BERTweet [20] and RoBERTuito [21] and aimed
to improve the performance of the detection of propagandistic tweets by combining the text of tweets
with contextual attributes such as their geographical origin, type of message, and emotions. UniLeon-
UniBO Team utilized transfer learning between different tasks of propaganda detection [22]. Another
two systems focused on employing data augmentation to improve performance in propaganda detection
[23, 24]. Moreover, the best-performing system in binary propaganda classification in English was
based on cascades of language models, adopting GPT-J as the backbone model [25].



Table 1

Number of tweets and authorities in Spanish and English datasets.

Spanish English
Region Tweets Count Authorities Count Tweets Count Authorities Count
China 2,997 25 3,022 106
Russia 1,391 22 2,690 114
European Union 2,465 48 2,916 186
United States 2,738 40 3,114 216
Total 9,591 135 12,012 619
Table 2

Summary of datasets with average character and word counts. ALL refers to the data before our split.

Language Dataset Size Positiveclass% Avg. char. count Avg. word count

English TRAIN 7146 23.19% 255.50 £53.98  46.05 +10.98
VALID 1262 24.88% 255.83 £54.31  46.22+£11.03
ALL 8408 23.44% 255.55 £54.03  46.07 £10.99

Spanish TRAIN 5202 19.30% 255.93 £54.26  44.40 +10.32
VALID 918 20.92% 255.30 £53.67  44.324+9.97
ALL 6120 19.54% 255.83 £54.17  44.39 +£10.29

3. Dataset

The dataset includes tweets in both Spanish and English authored by diplomats representing China,
Russia, the United States, and the European Union. These tweets come from official government
accounts, embassies, ambassadors, consuls, and other diplomatic profiles. The tweets were collected
using the Twitter API for Academic Research and were posted between January 1, 2020, and March 11,
2021. The data contains features such as tweet ID, text, country, annotated labels, and a creation time
stamp. Table 1 summarizes the presence of diplomatic authorities in the dataset [4].

The task authors split the original data into training and test sets based on time. They chose a date
for each dataset that divides positive tweets into a 70/30 proportion. The 70% subset, consisting of the
oldest tweets, became the training set, while the 30% subset, containing the newest tweets, became the
unseen test set utilized for final systems’ scores [4].

4. Our Approach

4.1. Data Preparation

Our experiments focused solely on using the tweet text and gold labels, disregarding any other columns
in the dataset. In our model-building process, we included a phase for optimizing hyperparameters. To
facilitate this, we divided the training data further into a new training subset and a validation subset
with a ratio of 85/15. Table 2 shows the characteristics of the datasets.

4.2. Fine-tuning BERT-based Models

Our approach relied on fine-tuning pretrained BERT-based models using the labeled dataset. Fine-tuning
allows the model to learn the nuances and patterns relevant to our task while retaining the general
language understanding from its initial training. We employed both monolingual and multilingual
pretrained models loaded from the HuggingFace repository:

1. ENGLISH (ROB-EN) - FacebookAl/roberta-large - the language model (355M parameters) trained
on English data in a self-supervised fashion [26].



2. SPANISH (ROB-ES) - PlanTL-GOB-ES/roberta-large-bne - based on the RoBERTa large model
pretrained using a large Spanish dataset, with 570GB of Spanish texts [27].

3. BILINGUAL (XLM-BI) - FacebookAI/xIm-roberta-large pre-trained on 2.5TB of filtered Common-
Crawl data containing 100 languages [28].

We began with hyperparameter optimization for all the pretrained models we tested. This involved
fitting N models on the training subset with gold labels and using the remaining labeled data for
validation. NN refers here to the number of different combinations of hyperparameter values. We
selected the best model based on the F; score from the validation data, and this model was used for
the final submission. Monolingual models were fine-tuned exclusively on tweets in a single language,
while multilingual models were fine-tuned on a combination of English and Spanish tweets. Please
refer to our Appendix A, which presents optimal hyperparameters of each fine-tuned model.

5. Results

5.1. Leaderboard Performance

In DIPROMATS 2024 Task 1, the Information Contrast Model (ICM) score determines the best propaganda
categorization model, addressing the classes’ hierarchical nature [29]. In presenting our results, it’s
important to clarify that models with the same names (e.g., XLM-BI) are not the same across different
subtasks. For instance, the XLM-BI model in subtask 1a was fine-tuned specifically on subtask 1a data,
while the XLM-BI model in subtask 1b was fine-tuned on subtask 1b data.

In subtask 1a, our best model for the English language, ROB-EN fine-tuned on English tweets, secured
5t place on the English leaderboard. Our bilingual XLM-BI model won the Spanish leaderboard and
obtained 4™ place on the multilingual leaderboard. In subtask 1b, the XLM-BI model granted us 1%
position in all language categories. We also achieved first place on all language leaderboards in subtask
1c. For English, the top results were achieved by the ROB-EN model, while for the other leaderboards,
the XLM-BI model prevailed. Tables 3, 4, and 5 show our final results on all subtasks.

Table 3
Our final results from the DIPROMATS 2024 Task 1a official leaderboard (LB).

Language Model ICM  F;score LBrank WinnerICM GOLDICM

English ROB-EN  0.2012 0.6865 5 0.2123 0.6604
Spanish XLM-BI  0.2187 0.7097 1 0.2187 0.6014
Bilingual XLM-BI  0.4978 0.6896 4 0.2048 0.6323

Table 4
Our final results from the DIPROMATS 2024 Task 1b official leaderboard (LB).

Language Model ICM  F; macro LBrank WinnerICM GOLDICM

English XLM-BI  0.0312 0.6219 1 0.0312 0.7014
Spanish XLM-BI  -0.1148 0.4204 1 -0.1148 0.7535
Bilingual ~ XLM-BI  -0.0074 0.6029 1 -0.0074 0.6692

5.2. Results Discussion

In this workshop, our DSHacker team won in all categories for multiclass multilabel classification.
Additionally, we secured a strong position in the binary classification subtask. Our XLM-BI model
consistently emerged as the top solution among final submissions. However, in certain situations,
monolingual models like ROB-EN can perform better than multilingual approaches or yield comparable
results.



Table 5
Our final results from the DIPROMATS 2024 Task 1c official leaderboard (LB).

Language Model ICM  F;macro LBrank WinnerlICM GOLDICM

English ROB-EN  -0.0311 0.4655 1 -0.0311 0.7883
Spanish XLM-BI  -0.0917 0.518 1 -0.0917 0.6140
Bilingual XLM-BI  -0.0074 0.4611 1 -0.0074 0.7874

6. Few-shot Prompting with GPT Models

Another technique we explored is few-shot prompting using GPT models. In few-shot prompting, the
prompt includes a brief description of the task followed by a few input-output pairs demonstrating the
desired behavior. This technique allows the model to infer the patterns and rules of the task from the
limited examples and generate appropriate outputs for new inputs.

We applied this approach only in the subtask 1a binary classification setting. Our experiments included
OpenAT’s gpt-40 (GPT-40) and gpt-3.5-turbo-1106 (GPT-3.5) generative models. We implemented the
few-shot prompting technique using the OpenAl Chat Completions API. Each prediction request sent
to the GPT model consisted of a list of messages presented to the model. Each message contains the
role and content attribute. There are three roles available:

1. system message helps set the behavior of the model (assistant) by providing it context and
guidelines.

2. user messages can provide exemplary requests for the assistant. In our case - examplary requests
for a provided text’s check-worthiness evaluation.

3. assistant messages indicate the expected output of the assistant.

Due to time constraints, we could not submit results produced by GPT models. However, we conducted
post-deadline experiments and evaluated these models on the validation part of the data for binary
classification from subtask la. In our experiments, the prompt is formatted starting with a system
message that clarifies the task (See Listing 1). This is followed by alternating pairs of user and assistant
messages. One pair for each few-shot example, where a user message asks whether the example’s
content contains propaganda, and the corresponding assistant message provides the gold label for the
example, either *Yes’ or 'No’ (See Listing 2). The final message following the pairs is one user message
with the actual text to be classified by the model (See Listing 3). For each instance to be classified, we
included four examples of few-shot prompting from the training dataset, two containing propaganda.
The chosen few-shot examples were consistent in a given language. The prompt templates remained
consistent for both the GPT-40 and GPT-3.5 experiments.

6.1. Results on Validation Datasets

The table shows the subtask 1a F; scores of our models on English and Spanish validation datasets.
GPT-3.5, using few-shot prompting, had moderate scores of 0.5193 for English and 0.5354 for Spanish.
GPT-40 improved on these, with scores of 0.5665 for English and 0.6622 for Spanish. The multilingual
model, XLM-RoBERTa-large (XLM-BI), performed better, scoring 0.7440 for English and a top score of
0.7907 for Spanish. The monolingual RoBERTa-large model for English (ROB-EN) achieved the highest
score of 0.7692, while its Spanish counterpart (ROB-ES) scored 0.7684. Overall, fine-tuned BERT-based
models outperformed GPT-based models, with multilingual and monolingual models showing similar
performance.



Table 6
Results of experiments obtained on the validation dataset.

Language Model Fi Score | Language Model F; Score
English GPT-3.5 0.5193 | Spanish GPT-3.5 0.5354
GPT-40 0.5665 | GPT-40 0.6622
|
|

XLM-BI 0.7440 XLM-BI 0.7907
ROB-EN 0.7692 ROB-ES 0.7684

7. Linguistic Features for Propaganda Detection

In this section, we explore the use of StyloMetrix! vectors for the subtask 1a propaganda detection.
StyloMetrix was sucessfully utilized in persuasion detection in Polish [17]. The study of persuasion
detection significantly intersects with the study of propaganda detection due to the numerous similarities
they share [30]. As a result, in our research we will explore the usage of StyloMetrix for propaganda
detection in English as StyloMetrix currently does not support Spanish.

With StyloMetrix, we can create text representations that are interpretable, normalized, and repro-
ducible [31]. By translating various aspects of linguistic features into numeric values, StyloMetrix
vectors can be utilized as input for machine learning classifiers [31]. StyloMetrix quantifies many lin-
guistic features, such as the 17 metrics created using the HurtLex lexicon. HurtLex ? is a comprehensive
lexicon encompassing offensive, aggressive, and hateful words [32]. HurtLex categorizes these words
into 17 distinct groups, ranging from ethnic slurs to derogatory terms related to physical and cognitive
disabilities and words associated with moral and behavioral defects [32].

In our experiments, we employ StyloMetrix vectors to predict propaganda in English tweets. The
StyloMetrix vectors for English encompass a comprehensive set of 196 metrics, categorized into several
groups: Detailed grammatical forms, General grammar forms, Detailed lexical forms, Additional lexical
items, Parts of speech, Social media, Syntactic forms, General text statistics [31]. We utilize these text rep-
resentations as features for training classical machine learning models, specifically XGBoost, LightGBM,
and Logistic Regression. The models are trained on our training dataset and tested using validation
data to evaluate their performance.

7.1. Results on Validation Datasets

Table 7 presents results of our experiments with classical machine learning models and linguistic
features. Among the classical models, LightGBM performs the best with an F; score of 0.7663, followed
closely by XGBoost at 0.7594. Logistic Regression trails behind significantly with a score of 0.7120,
indicating that more complex models like LightGBM and XGBoost are better at capturing the nuances of
the dataset. Table 6 from previus Section shows that the highest F; score for English validation dataset
is achieved by the ROB-EN model, but surprisingly it is followed closely by LightGBM. Traditional
machine learning models like LightGBM and XGBoost still perform robustly, showing that with well-
engineered features offered by StyloMetrix vectors, they can compete closely with advanced language
models in this specific task of binary propaganda detection. On the other hand, it may suggest that we
should perform more comprehensive hyperparameter tunning for BERT-based models.

Table 7
Results of experiments with linguistic features and classical machine learning models obtained on the English
validation dataset.

Model F; Score
XGBoost 0.7594
LightGBM 0.7663

Logistic Regression 0.7120

"https://github.com/ZILiAT-NASK/StyloMetrix/tree/main
*https://github.com/valeriobasile/hurtlex



8. Conclusions

As the DSHacker team, we explored various techniques for propaganda detection across multiple
languages and subtasks, employing both state-of-the-art pretrained BERT-based models, few-shot
prompting with GPT models, and classical machine learning algorithms utilizing StyloMetrix linguistic
features. Our fine-tuned BERT-based models demonstrated strong performance in the DIPROMATS 2024
Task 1 competition. In summary, we secured 1% position in 7 out of 9 categories. We won in all categories
for multiclass multilabel classification and in the subtask 1a binary classification of Spanish tweets. The
multilingual XLM-BI model consistently delivered top results, especially in multilingual and Spanish
tasks. Monolingual models like ROB-EN also showed competitive performance, particularly for English
tasks, indicating that language-specific models can sometimes outperform multilingual counterparts.
Few-shot prompting with GPT models yielded moderate performance on binary propaganda classifica-
tion. While GPT-40 beat GPT-3.5, both were still outperformed by fine-tuned BERT-based models.
Classical machine learning models like LightGBM and XGBoost, combined with well-engineered linguis-
tic features from StyloMetrix, performed well on the binary task of propaganda detection. LightGBM,
in particular, achieved a F; score close to that of the best BERT-based model on the English validation
dataset, highlighting the potential of classical models with rich feature sets on this specific task of
propaganda detection.
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Optimal Hyperparameter Values

This appendix includes the optimal hyperparameter values for our best models.

B.

Table 8
Optimal hyperparamter values used in our models. Legend: Ir - learning_rate; bs - batch_size; nte -
num_train_epochs; ws - warmup_steps; wd - weight_decay

Subtask  Model Ir bs nte ws wd
1a ROB-EN 1x107° 16 5 200 1x 1072
ROB-ES 2x107® 16 5 200 2x 1072
XLM-BI 1x107® 16 5 200 1x10°3
1b ROB-EN 1x107® 16 5 200 2x1073
ROB-ES 3x10® 16 5 200 1x1072
XLM-BI  1x107® 16 5 200 2x 1072
1c ROB-EN 1x107® 16 5 200 2x1072
ROB-ES 2x107° 16 5 200 5x 1072
XLM-BI 1x107® 16 5 200 2x 102

Few-shot Prompting Templates

In this appendix, we present the prompt messages included with each text classification request. For
brevity, the prompts are provided only in English.

{

"role": "system",

"content": """You are an assistant who detects propaganda, manipulation
— and persuasion techniques.

You know the definition of propaganda very well: Propaganda is the

— deliberate systematic attempt to shape perceptions and manipulate
— cognitions and direct behavior to achieve a response to further the
— desired intent of the propagandist.


https://upcommons.upc.edu/handle/2117/367156#.YyMTB4X9A-0.mendeley
https://upcommons.upc.edu/handle/2117/367156#.YyMTB4X9A-0.mendeley
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Listing 1: Used initial system prompt.

#Example 1
# EXAMPLE 1
{
"role": "user",
"content": f"""Answer the question whether or not the text contains
— propaganda. Answer using only a single word Yes or No.
TEXT: Today, I reflect on the great honor of serving the American
— people this past year, and look forward to continuing to advance
— a diplomacy true to our core values and emboldened by U.S.
— leadership that may turn our greatest challenges into our
— greatest triumphs. Happy New Year!

nnn

3
{
"role": "assistant",
"content": "Yes"
3
# EXAMPLE 2
{
"role": "user",
"content": f"""Answer the question whether or not the text contains
— propaganda. Answer using only a single word Yes or No.
TEXT: The Islamic Republic of #Iran has fundamentally failed the
— Iranian people, and I am convinced that the Iranian people know
— that. And you’ve seen President @realDonaldTrump make very clear
— we will continue to support the Iranian people.
nan
3
{
"role": "assistant",
"content": "No"
3
# EXAMPLE 3
{
"role": "user",
"content": f"""Answer the question whether or not the text contains
— propaganda. Answer using only a single word Yes or No.
TEXT: The Chinese government’s decision to explore its own virtual
— currency is already monumental, and if it ultimately moves
— forward it will be a global game changer. The future of global
— currencies may very well rest firmly in China’s hands.
nin
3
{
"role": "assistant",
"content": "Yes"
¥

# EXAMPLE 4
{



"role": "user",

"content": f"""Answer the question whether or not the text contains

— propaganda. Answer using only a single word Yes or No.

TEXT: Over the past few years, the #US has repeatedly blocked @UN

— Security Council’s statements condemning attacks on other countries’
— embassies. The US missile strike in Baghdad will only result in

—» escalating tensions in the region - #Zakharova

mnn

"role": "assistant",
"content": "No"

Listing 2: Used pairs of user and assistance prompts.

"role": "user",
"content": f"""Answer the question whether or not the text contains
— propaganda. Answer using only a single word Yes or No.

TEXT: {text}

mnn

Listing 3: Used final user prompt.
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