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Abstract

Human emotion recognition is crucial for effective social interaction and the development of Al systems that can
respond appropriately to users’ emotional expressions. Automatic emotion recognition (AER) is a challenging
task involving multiple disciplines, including health, psychology, social sciences, and marketing. Its applications
range from medical diagnosis and advertising impact assessment to enhancing human-machine interactions.
Despite progress, significant challenges persist, particularly in multimodal emotion recognition, which combines
text, speech, and facial expressions. The IberLEF EmoSPeech 2024 shared task aims to address these challenges
by employing a multimodal approach that integrates textual and auditory data to enhance emotion recognition
accuracy. This paper presents the contributions of the UKR team to both subtasks of EmoSPeech 2024. For Task 1,
we fine-tuned the pre-trained language model BETO on textual data, achieving the fourth-best result. For Task
2, we incorporated Mel Frequency Cepstral Coefficients (MFCCs) with text during fine-tuning, resulting in the
sixth-best performance and surpassing the baseline.
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1. Introduction

Human emotion recognition plays a critical role in social interaction and in the design of artificial
intelligence systems that can understand and appropriately respond to users’ emotional expressions
[1]. From a machine learning perspective, automatic emotion recognition (AER) has emerged as a
significant challenge that spans diverse disciplines such as health, psychology, social sciences, and
marketing [2]. For example, in [3], you can see the connection between emotion and mental illness,
and the importance of recognizing them in health care.

The growing importance of AER is evidenced by its application in contexts as diverse as medical
diagnosis, advertising impact assessment in domains like the management and reuse of water (par-
ticularly for irrigation practices) and improving human-machine interactions. However, despite the
progress made, significant challenges remain in the field, especially in emotion recognition in multi-
modal situations, where different communication channels such as text, speech, and facial expressions
are combined [4].

The goal of this shared task EmoSPeech [5] at IberLEF 2024 [6] is to address these complexities
through a multimodal approach that integrates both textual and auditory information to improve the
accuracy of emotion recognition. By fusing data from multiple sources, we aim to improve the ability of
systems to capture the richness and complexity of human emotional expressions in a variety of contexts.

This paper describes the contributions of the UKR team to both subtasks. For both tasks, we take
a fine-tuning approach using pre-trained language models, specifically BETO [7]. In Task 1, we train

CEUR-WS.org/Vol-3756/EmoSPeech2024_paper9.pdf

IberLEF 2024, September 2024, Valladolid, Spain

*Corresponding author.

"These authors contributed equally.

& glanat@yahoo.com (A. Gladun); ladamandraka2010@gmail.com (J. Rogushina); rodrigo@um.es (R. Martinez-Béjar)
® 0000-0002-4133-8169 (A. Gladun); 0000-0001-7958-2557 (J. Rogushina); 0000-0002-9677-7396 (R. Martinez-Béjar)

© 2024 Copyright for this paper by its authors. Use permitted under Creative Commons License Attribution 4.0 International (CC BY 4.0).

CEUR
E Workshop
Proceedings


mailto:glanat@yahoo.com
mailto:ladamandraka2010@gmail.com
mailto:rodrigo@um.es
https://orcid.org/0000-0002-4133-8169
https://orcid.org/0000-0001-7958-2557
https://orcid.org/0000-0002-9677-7396
https://creativecommons.org/licenses/by/4.0

BETO on textual data only. In Task 2, we extend this by incorporating audio features, specifically Mel
Frequency Cepstral Coeflicients (MFCCs), along with text during fine-tuning. Our participation in both
tasks aims to explore the efficacy of fine-tuning pre-trained language models for AER, and to extend
this approach to multimodal analysis by incorporating audio features. The following sections provide
an overview of the task and dataset (section 2), describe the methodology used to address Subtask 1 and
Subtask 2 (section 3), present the results obtained (section 4), and conclude with lessons learned and
avenues for future exploration (section 5).

2. Task description

The current task consists of two distinct subtasks, each offering a unique approach to the challenge of
automatic emotion recognition: i) the first subtask focuses on emotion recognition from textual input,
while ii) the subsequent subtask delves into the more complex realm of multimodal automatic emotion
recognition.

Recently, there has been a notable upsurge of interest in AER within the research community, as
evidenced by collaborative efforts such as WASSA [8], EmoRec-Com [9], and EmoEvalES [10], which
demonstrate the burgeoning interest in the field. What sets this effort apart is the adoption of a
multimodal approach to AER, which examines the performance of language models on authentic
datasets. To facilitate this exploration, the organizers provided the Spanish MEACorpus 2023 dataset,
which consists of audio excerpts from various Spanish YouTube channels, comprising over 13.16 hours
of annotated audio spanning six emotions: disgust, anger, happiness, sadness, neutral, and fear. The
dataset was annotated in two consecutive phases. For this undertaking, approximately 3500-4000 audio
segments were carefully selected and partitioned into training and test sets in an 80%-20% ratio.

In the development of the model, the training set was further divided into two subsets in a 90-10 ratio:
one for training purposes and the other for validation. The validation subset was used to fine-tune
the hyperparameters and evaluate the performance of the model throughout the training phase. The
distribution of the dataset provided by the organizers is shown in table 1. From the table, we can see
that there is a significant imbalance between the emotional classes in the training, validation and test
split. The emotion neutral and disgust are the most represented, while fear and sadness are significantly
underrepresented. This imbalance may affect the model’s ability to effectively detect underrepresented
emotions and bias the results towards the most common classes.

Table 1
Distribution of the datasets

Dataset Total Neutral Disgust Anger Joy Sadness Fear

Train 2,700 1,070 616 355 330 308 21
Validation 300 96 89 44 37 32 2
Test 750 291 177 100 90 86 6

3. Methodology

Figure 1 shows the architecture of the approaches used for both tasks. For Task 1, we used the approach
of fine-tuning a pre-trained language model, such as BETO [7], for emotion classification. Fine-tuning
involves taking a model that has been trained on a large-scale task, such as predicting the next word in
a text, and tuning it with a specific dataset so that it can perform a classification task. In this way, we
can leverage the linguistic knowledge and semantic representation learned during pre-training. The
pre-trained language model used for both Task 1 and Task 2 is BETO, a BERT model trained on a large
corpus of Spanish text, similar in size to the BERT-Base model, and trained using the Whole Word
Masking technique. In addition, this model has demonstrated high performance in various classification
tasks in different domains, such as finances [11], author profiling [12] [13], and others.



For Task 2, which focuses on multimodal emotion detection with text and audio, we adapted the
previous approach by adding MFCC audio features in the fine-tuning process. This adaptation consists in
concatenating the pooled output obtained with BETO with the MFCC vector of the audio. This allows the
model to consider both linguistic and acoustic information when making predictions about the emotions
expressed in text and audio. The pooled output of BETO refers to a summarized representation of the
model output, typically obtained from a pooling process (such as the average or maximum operation)
over all token representations. MFCCs, on the other hand, are a feature representation commonly used
in audio signal processing to capture the spectral characteristics of the signal. They are computed by a
feature extraction process that involves transforming the audio signal into the Mel frequency domain,
followed by applying the Discrete Cosine Transform (DCT) to obtain the cepstral coefficients.

Since we did not have sufficient hardware resources, we did not perform hyperparameter optimization,
since all training was done on the CPU. Therefore, we used the same hyperparameters for both tasks: a
training batch size of 16, 10 epochs, a weight decay of 0.01, and a learning rate of 1e-5.
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Figure 1: Overall system architecture.

4. Results

For Task 1, the BETO model obtained a macro F1 score of 0.6484, indicating a moderately good
performance in text-based emotion classification. In contrast, for Task 2, where MFCC audio features
were included in the fine-tuning process, the BETO+MFCC model obtained a macro F1 score of 0.5780.
Although this score is lower than that obtained in Task 1, it suggests that the inclusion of audio features
can provide valuable additional information to improve emotion recognition in a multimodal context.

Tables 3 and 4 show the results of the ranking table for Task 1 and Task 2. We can see that we ranked
fourth in Task 1 with an F1 macro score of 0.6484. This result reflects a solid performance in text-based
emotion classification compared to other participating teams. However, in Task 2, we ranked sixth with
an F1 macro score of 0.5589. Although this result indicates a decent performance, there is potential for
improvement in multimodal emotion classification with the addition of audio features.

To better understand the behavior of the models, we have used the classification report, as shown
in Figures 5 and 6. In Task 1, which focuses on text-based emotion classification, the BETO model
shows strong overall performance. High accuracy and recall are observed for the neutral and joy classes,
indicating that the model is effective in identifying these emotions. However, the classes anger and
fear have lower accuracies and recalls, suggesting that the model has difficulty distinguishing these



Table 2
Results of the BETO model and MFCC features on the test split for Task 1 and Task 2 are reported. The metrics
include macro precision (M-P), macro recall (M-R), and macro F1-score (M-F1).

Model M-pP M-R M-F1
Task 1

BETO 0.6862011 0.634429 0.648417
Task 2

BETO+MFCC 0.626187 0.560649 0.577969

Table 3
Official leaderboard for task 1
Task 1
# Team Name M-F1
1 TEC _TEZUITLAN 0.671856
2 CogniCIC 0.657527
3 UNED-UNIOVI 0.655287
4 UKR 0.648417
10 Baseline 0.496829
Table 4
Official leaderboard for task 2
Task 2
# Team Name M-F1
1 BSC-UPC 0.866892
2 THAU-UPM 0.824833
3 CogniCIC 0.712259
4 TEC_TEZUITLAN 0.712259
6 UKR 0.558898
8 Baseline 0.530757

emotions in text. Overall, the average F1 score (macro avg) is decent, indicating acceptable performance
on the text-based emotion classification task.

On the other hand, for Task 2, which involves multimodal emotion classification with text and audio,
the BETO-MFCC model shows somewhat lower performance compared to Task 1. Accuracies and recalls
are lower for several classes, including anger, fear, and sadness. This suggests that the incorporation of
MFCC audio features does not significantly improve the model’s performance in multimodal emotion
classification. Although the model achieves reasonable accuracy and recall in the neutral and joy classes,
the average F1 score (macro avg) is lower compared to Task 1.

5. Conclusion

This paper describes UKR’s participation in the IberLEF EmoSPeech 2024 shared task. This task is
focused on exploring the field of Automatic Emotion Recognition (AER) from two perspectives: i) from
a textual point of view, that is, using only textual content to identify the expressed emotion; and ii)
from a multimodal point of view, which consists of combining audios and texts to identify the emotion.
Thus, this shared task is divided into two subtasks with these two perspectives.



Table 5
Classification report of BETO model in Task 1

precision recall f1-score
anger 0.435897 0.510000 0.470046
disgust 0.632184 0.621469  0.626781
fear 0.666667 0.333333  0.444444
joy 0.719626  0.855556  0.781726
neutral 0.874101  0.835052  0.854130
sadness 0.788732 0.651163  0.713376
accuracy 0.718667 0.718667  0.718667
macro avg 0.686201 0.634429  0.648417

weighted avg 0.728596 0.718667  0.721159

Table 6
Classification report of BETO-MFCC model in Task 2
precision recall fl1-score
anger 0.348837 0.300000  0.322581
disgust 0.547619  0.649718  0.594315
fear 0.500000 0.166667  0.250000
joy 0.784810 0.688889  0.733728
neutral 0.822917 0.814433  0.818653
sadness 0.752941 0.744186  0.748538
accuracy 0.678667 0.678667  0.678667
macro avg 0.626187  0.560649  0.577969

weighted avg 0.679556  0.678667 0.676786

For task 1, we used a fine-tuning approach of a pre-trained language model called BETO and obtained
consistent results, achieving the fourth-best result in the league table. On the other hand, for task 2, we
have modified the fine-tuning approach used for task 1 by adding MFCC audio features in the pooled
output of BETO. With this approach, we obtained the sixth-best result, outperforming the baseline.

As a future line, we plan to improve the fine-tuning approach with MFCC features by modifying
the classification layer and testing other pre-trained language models and audio features. In addition,
we plan to apply the research results to increase social awareness on the reuse and management of
water resources for irrigation practices in farming and agriculture settings. We also propose to analyze
whether sentiment features can improve emotion detection, as they are complementary to each other.
While sentiment analysis focuses on determining the polarity of a text (positive, negative, or neutral),
emotions refer to more specific affective states, such as happiness, sadness, fear, etc. Integrating both
approaches can provide a more complete and deeper understanding of textual content. In [14], this
analysis has proven to be efficient in different fields such as politics, marketing, healthcare, among
others.
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