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Abstract
This paper proposes the work of team VEL to address IberLEF-2024 shared task Homo-MEX 2024. Hate speech
against the LGBT+ community remains a pervasive issue on social media platforms, contributing to a hostile and
harmful online environment. Homo-Mex 2024 shared task gives a platform to detect this hatred by introducing
datasets and tasks for the LGBT+ community in Mexican Spanish language. Our paper presents an approach to
detecting hate speech using natural language processing (NLP) techniques and machine learning algorithms,
specifically addressing the Track-1 and Track-3 tasks of the competition, which involve multi-class and binary
classification respectively. Our paper presents an approach to detecting hate speech using NLP techniques and
machine learning algorithms, addressing the Track-1 and Track-3 tasks of the competition. Track-1 involves
predicting the label of each tweet (LGBT+phobic, not LGBT+phobic, or not LGBT+related), while Track-3 involves
binary classification of song lyrics phrases as either LGBT+phobic (P) or not LGBT+phobic (NP). We implemented
fine-tuning techniques, LSTM-based and XGBoost-based modeling techniques on features extracted using Spanish
BERT fed with rigorously preprocessed and augmented data. Out of our submissions, our XGBoost-based method
achieved the best macro F1-scores of 74.56 on Track-1 and 47.44 on Track-3 test data. Our research work tries to
contribute to the broader goal of creating safer online spaces for the LGBT+ community by providing a robust
tool for moderating and mitigating harmful content.

Keywords
Hate Speech, Multi-Class Classification, Binary Classification, Data Augmentation, Social Media Analytics

1. Introduction

LGBT+ people experience a higher prevalence of mental health problems compared to their heterosexual
counterparts worldwide [1, 2]. The distinction between LGBT+ individuals and heterosexual individuals
can be ascribed to Meyer’s (1995) [3] minority stress paradigm. This concept posits that individuals
who identify as sexual minorities encounter persistent and unique sources of stress, including prejudice,
mistreatment, and the internalization of negative attitudes towards their own sexual orientation [4].
These factors all contribute to the creation of an antagonistic and anxiety-inducing social environment.
The various components of stress and the consequent hostility have detrimental impacts on mental
well-being [5].

LGBT+ minority individuals exhibit a higher level of enthusiasm in utilizing online platforms. They
are twice as inclined to utilize online applications in comparison to heterosexual individuals, with
a usage rate of 51% versus 28% [6, 7]. However, the LGBT+ community often faces negativity and
hurtful messages [8, 9, 10]. Incidents of abusive content have increased in recent times, primarily due
to the surge in popularity of social media [11, 12]. The proliferation of abusive content on social media
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platforms, such as Twitter, Facebook, and YouTube, is a significant and escalating problem due to the
vast volume of user-generated information available on the internet [13].

Homophobia/transphobia constitutes a form of abuse that can manifest as physical violence, including
murder, mutilation, or assault; explicit sexual violence, such as rape, molestation, or penetration; or an
invasion of privacy through the revealing of personal information [14]. One example is the statement
"Gays should be killed" [15]. Additional instances of homophobia/transphobia remarks encompass
statements such as "Homosexual individuals should be subjected to stoning", "An individual of lesbian
orientation should be sexually violated to convert her to heterosexuality", "You ought to terminate
your existence", "Lesbian individuals, I possess knowledge of your residence and intend to pay you a
visit tonight", and "One should forcibly remove the homosexual inclination from him" [16, 17]. These
comments have all been specifically targeted at LGBT+ individuals who are socially marginalized [10].
In response to this escalating issue, academics have developed a multitude of traditional machine
learning and deep learning algorithms to autonomously identify hate speech on online social platforms
[18, 19, 20, 21]. While the majority of automated systems that identify undesirable information rely
on natural language processing (NLP) techniques, there is currently a shift towards utilizing advanced
machine learning approaches, including deep learning, for this purpose.

The Homo-MEX 24 shared task aims to change that [22, 23]. We participated in the shared task
and proposed a comprehensive methodology that integrates advanced natural language processing
techniques and machine learning algorithms. Specifically, we employed a hybrid approach combining
LSTM networks and XGBoost classifiers, fine-tuned on features extracted using the Spanish BERT
model, to adaptively recognize patterns of hate speech within both tweets and song lyrics. This
approach was rigorously tested through a series of experiments that benchmarked our models against
the competition’s diverse datasets.

2. Related Work

Over the past few years, scholars have examined hate speech on social media platforms through several
research approaches [24, 25]. The categorization of hate speech in literature is mostly accomplished
through the utilization of conventional machine learning and sophisticated deep learning techniques
[26]. These methods may generally be classified into two main groups of machine learning: those that
rely on feature engineering and those that rely on deep learning [27, 28, 29]. Once the dataset has been
obtained and processed, the text must be transformed into numerical vectors to facilitate learning tasks.

Chakravarthi 2023 [10] introduced the task of homophobia and transphobia detection for social
media comments and created a dataset for English and Tamil languages. They also [30] worked on
the issue of code-mixing in the Tamil-English setting. Kumerasan et al 2023 [31] developed a dataset
specifically designed to identify instances of homophobia and transphobia in the Malayalam and Hindi
languages. The dataset has 5,193 comments in Malayalam and 3,203 comments in Hindi. Kumerasan et
al 2024 [32] created a novel dataset encompassing three languages: Telugu, Kannada, and Gujarati that
has been labeled by experts to enable the automatic detection of homophobic and transphobic content
[33]. Chakravarthi and his teams created multiple shared tasks on this area to increase the research in
homophobia and transphobia detection [21, 19, 20].

Vasquez et al [34] presented Homo-MEX, a corpus for detecting LGBT+Phobia in Mexican Spanish
scrapped using Twitter API [35]. Nearly 10,000 tweets were scraped and annotated carefully by 4
annotators. They established a baseline using various machine learning based approaches like feeding
TF-IDF vectorizers to SVM, Logistic Regression, Naive Bayes, and Random Forest and also using deep
learning approaches like fine-tuning pre-trained large multilingual BERT-based models. Garcia et
al [36] addressed this hate speech detection task using features extracted from Spanish-based LLMs
integrating knowledge integration strategy using shallow neural networks. Rosauro et al [37] used
TF-IDF vectorizing strategy for the raw Mexican Spanish text alongside Multinomial Naive Bayes and
SVC. They also used transformer-based approaches for using BETO and multilingual DeBERTa. Shahiki
et al [38] used BERT as a sole model for fine-tuning the Mexican Spanish hate speech data. Erika et al



[39] addressed the multi-label classification task of the hate speech using TF-IDF weighted features
and used classical machine learning approaches like Gaussian Mixture Models, SVMs, and Random
Forests. They also implemented a second approach using a Bag of Words text representation coupled
with dimensionality reduction techniques and these features fed to Logistic Regression with OneVSRest
strategy. Morina et al [40] proposed an end-to-end approach for hate speech classification. They used a
back-translation data augmentation technique to address the data scarcity and used an ensemble of
properly fine-tuned BETO [41], XLM-RoBERTa [42] and Spanish corpus pre-trained RoBERTa.

3. Task Description

Homo-MEX 241 represents a pivotal effort within the NLP field to enhance detection systems capable
of identifying discriminatory language against the Mexican Spanish-speaking LGBT+ community
[23, 22, 43]. This competition2, crucial due to the ongoing prevalence of discrimination based on sexual
orientation and gender identity, organizes its challenges into three focused tracks.

• Track 1: Hate speech detection track (Multi-class): Participants classify each tweet under
one of three potential categories: explicit LGBT+phobic (P), non-discriminatory but LGBT+
mentioning (NP), and irrelevant to LGBT+ issues (NR). This track aims to refine the accuracy of
digital tools in recognizing and categorizing various forms of communication about the LGBT+
community.

• Track 2: Fine-grained hate speech detection track (Multi-labeled): This more granular
task requires identifying specific types of discriminatory remarks. Tweets might display one or
several forms of hate speech, such as lesbophobia (L), gayphobia (G), biphobia (B), transphobia
(T), or other defined LGBT+phobias (O). The objective is to apply labels that reflect the specific
biases present, thereby deepening the understanding of how hate speech manifests.

• Track 3: Homophobic lyrics detection track (Binary): This track challenges participants to
evaluate whether phrases within songs perpetuate hate speech against the LGBT+ community,
classifying them as either LGBT+phobic (P) or not (NP). It tests the capability of models to
interpret and judge content within a cultural and artistic medium, differing significantly from
typical social media text.

Engagement in the Competition, Our research group contributed to Track 1 and Track 3, focusing
on direct and indirect forms of hate speech in both social and artistic mediums. These efforts are not just
academic; they address real-world needs for better content moderation that can support a safer, more
inclusive online discourse. The Homo-MEX 24 competition provides a valuable venue for researchers to
advance understanding and technology against LGBT+phobia, reflecting broader social advancements
through the application of NLP technologies.

4. Dataset Statistics

The Homo-MEX 24 competition provided a structured approach to dataset availability across various
phases—Development, Training, and Testing—to facilitate progress with the task of hate speech detection
towards the Mexican Spanish-speaking LGBT+ population. During the initial Development Phase,
organizers were given a preliminary view of the data to the participants, which allowed for early model
experimentation and strategy adjustments. This was crucial for understanding the distribution of data
points as illustrated in Figure 1 and Figure 2, which depict the dataset composition for Tracks 1 and
3, respectively. For Track 1, the data consisted of tweets categorized into three classes: LGBT+phobic
(P), not LGBT+phobic (NP), and not LGBT+related (NR). The distribution in the training set was
predominantly NP (62.3%), followed by NR (25.5%) and P (12.2%), with a similar distribution observed in
the validation set.
1https://sites.google.com/view/homomex/home
2https://www.codabench.org/competitions/2229/

https://sites.google.com/view/homomex/home
https://www.codabench.org/competitions/2229/


(a) Training (b) Validation

Figure 1: Pie Chart of the number of data points of Track-1.

In the subsequent Training Phase, the full training dataset was provided, enabling in-depth tuning
and refinement of the models. The comprehensive dataset supported the development of robust models
capable of accurately classifying and predicting the tweets categories of hate speech and its absence,
as detailed in the phased descriptions of the tasks. The final Testing Phase challenged participants to
apply their models to an unlabeled testing dataset, the results of which were evaluated using predefined
metrics. This phased approach not only structured the modeling challenges effectively but also offered
multiple touch points for model improvement and validation against a progressively disclosed dataset,
reflecting a realistic and rigorous testing environment.

(a) Training (b) Validation

Figure 2: Pie Chart of the number of data points of Track-3.

5. Methodology

We used the Spanish BERT, BETO [44] ‘dccuchile/bert-base-spanish-wwm-uncased’ as our backbone for
feature extraction from the raw text Mexican Spanish Data for Track-1 and Track-3 of the competition.
BETO outputs two kinds of features, Sequential features, i.e. a 768-dimensional embedding vector for
each token in the input data, and also average pooled tensor of these Sequential Features, also called



Sentence Embedding of each input sentence to the mode. The data was imbalance hence we also applied
augmentation strategies, raw oversampling of raw text sentences of the minority classes to feed to
BETO, and for our XGBoost[45] model, we fed Sentence Embeddings with SMOTE[46] augmenting
technique. The following section details our methodology implemented and the overall method is
represented pictorially in Figure 3.

Figure 3: Overall methodology we implemented.

5.1. Data Augmentation and Preprocessing

Random Oversampling for raw text data and SMOTE for Sentence Embeddings were used as main
augmentation techniques. The dataset of Track-1 had the distribution shown in Figure 1. The Not
LGBT+phobic (NP) class had the most number of data points so we randomly over-sampled the data
points of the remaining 2 classes Not LGBT+related (NR) and LGBT+phobic (P) to 5,400. For the
preprocessing part, we removed ‘@Username’ patterns, numbers, and URLs, removed all the characters
except punctuation marks, and newline patterns, and removed all the emojis from all the sentences.
After the preprocessing, we analyzed the distribution of sequence lengths and decided to keep the max
sequence length as 100 tokens, hence sentences having a token count greater than 100 were truncated
and sentences having a token count lower than 100 were padded. We extracted the sentence embeddings
from BETO for input to the XGBoost model. To augment these sentence embeddings we used the
SMOTE augmentation technique. Similar preprocessing and augmentation steps were done for data of
Track-3 which had Not LGBT+phobic (NP) as the majority class and LGBT+phobic (P) as the minority
class.

SMOTE works by creating synthetic examples along the line segments between existing minority
class examples. The step-by-step process in mathematical form is as follows:

1. Select a minority class sample 𝑥𝑖.
2. Find its k-nearest minority class neighbors. Let’s denote one of these neighbors as 𝑥𝑖,𝑘.
3. Generate a synthetic sample 𝑥new as follows:

𝑥new = 𝑥𝑖 + 𝛿 · (𝑥𝑖,𝑘 − 𝑥𝑖) (1)



where 𝛿 is a random number between 0 and 1.

5.2. Full Fine Tuning of Spanish BERT

First, we unfreezed the whole BETO model and added a one-layer dense neural net acting as a classifier
with a softmax at the end. The whole model received the gradient updates for 10 epochs, with a batch
size of 16 using AdamW optimizer with a learning rate of 2e-5 with a linear schedule and rest default
parameters of the optimizer also with Early Stopping callback. Cross Entropy loss was used to train the
model to reduce misclassifications.

5.3. LoRA Fine Tuning of Spanish BERT

Full fine-tuning resulted in performance degradation on the new span classification adaption task, the
model after training was an overfit model with very bad generalizing on validation data. Hence we used
LoRA [41] to fine-tune a new paradigm for parameter-efficient fine-tuning of the model. LoRA helps
LLMs to learn new tasks without any catastrophic forgetting from the previous knowledge without a
very large number of parameter updates hence with less computation power.

In LoRA, we have a weight matrix 𝑊 ∈ R𝑑×𝑘 in the pre-trained model. We introduce two smaller
matrices 𝐴 ∈ R𝑑×𝑟 and 𝐵 ∈ R𝑟×𝑘 , where 𝑟 is the rank, typically much smaller than both 𝑑 and 𝑘. The
adapted weight matrix 𝑊adapted is then computed as:

𝑊adapted = 𝑊 +𝐵𝐴 (2)

Here, 𝐴 and 𝐵 are the trainable parameters during fine-tuning. The rank 𝑟 is chosen to be much
smaller than 𝑑 and 𝑘 to reduce the computational cost and the number of parameters that need to be
trained.

The forward pass of the model with LoRA fine-tuning involves computing the output 𝑌 using the
adapted weight matrix:

𝑌 = 𝑋𝑊adapted = 𝑋(𝑊 +𝐵𝐴) (3)

where 𝑋 ∈ R𝑛×𝑑 is the input to the layer (with 𝑛 being the batch size).
During back-propagation, the gradients with respect to 𝐴 and 𝐵 are computed to update these

matrices:

𝜕𝐿

𝜕𝐴
=

𝜕𝐿

𝜕𝑌
𝑋𝐵𝑇 (4)

𝜕𝐿

𝜕𝐵
= 𝐴𝑇𝑋𝑇 𝜕𝐿

𝜕𝑌
(5)

where 𝐿 is the loss function.
The weights 𝑊 are typically frozen during this process, and only 𝐴 and 𝐵 are updated. For the LoRA

fine-tuning the rank ‘r’ was set to 16 and the LoRA adapters were applied to all ‘linear’ layers of the
BETO model. The model was trained for 10 epochs with Cross Entropy loss with a batch size of 8 using
an AdamW optimizer with a learning rate of 3e-4 with a linear rate schedule on raw text.

5.4. XGBoost on Sentence Embeddings

The third approach, our best submission on Track-1 and Track-3, was based on eXtreme Gradient
Boosting or XGBoost trained on the sentence embeddings taken from BETO of the raw text. XGBoost
working can be summarized as follows:

1. Objective Function: XGBoost aims to minimize an objective function ℒ that combines a loss
function 𝐿, measuring prediction errors, and a regularization term Ω to control model complexity.
Mathematically, it can be expressed as:



ℒ(𝜃) =
𝑛∑︁

𝑖=1

𝐿(𝑦𝑖, 𝑦𝑖) +

𝐾∑︁
𝑘=1

Ω(𝑓𝑘) (6)

where 𝜃 represents the parameters of the model, 𝑦𝑖 is the true label, and 𝑦𝑖 is the predicted value.
2. Boosting Process: XGBoost uses boosting, where each new tree in the ensemble is trained to

correct the errors (residuals) of the previous trees. Let’s denote the prediction of the 𝑡-th iteration
as 𝑦(𝑡)𝑖 . The prediction of the next tree 𝑡+ 1 is:

𝑦
(𝑡+1)
𝑖 = 𝑦

(𝑡)
𝑖 + 𝑓𝑡+1(x𝑖) (7)

where 𝑓𝑡+1 is the new tree added at iteration 𝑡+ 1.
3. Gradient Boosting: In gradient boosting, each new tree is trained to minimize the gradient of the

loss function concerning the predicted values. This can be mathematically represented as:

𝑦
(𝑡)
𝑖 = 𝑦

(𝑡−1)
𝑖 − 𝜂 · ∇

𝑦
(𝑡−1)
𝑖

𝐿(𝑦𝑖, 𝑦
(𝑡−1)
𝑖 ) (8)

where 𝜂 is the learning rate and ∇
𝑦
(𝑡−1)
𝑖

𝐿(𝑦𝑖, 𝑦
(𝑡−1)
𝑖 ) is the gradient of the loss function.

4. Regularization: XGBoost includes regularization terms to control the complexity of the model.
One common form of regularization is L2 regularization, which penalizes the complexity of the
individual trees. Mathematically, it can be represented as:

Ω(𝑓) = 𝛾𝑇 +
1

2
𝜆‖w‖2 (9)

where 𝑇 is the number of leaves in the tree, w are the leaf weights, and 𝛾 and 𝜆 are regularization
parameters.

XGBoost builds an ensemble of decision trees that collectively minimize the objective function,
producing accurate predictions while controlling overfitting. We did hyper-parameter tuning on the
validation data to control the tree growing parameters like ‘max-depth’, ‘learning-rate’, ‘n-estimators’,
and ‘min-child-weight’ and some regularization parameters like ‘reg-alpha’ and ‘reg-lambda’ to control
the overfitting. XGBoost was trained on multiclass logloss for Track-1 and binary logloss for the Track-3
task.

5.5. LSTM on Sequential Spanish BERT Features

Training a model on sequential features allows it to capture temporal dependencies within the data,
enabling a better understanding of the underlying task dynamics. LSTM (Long Short-Term Memory)
networks excel in this regard by effectively modeling long-range dependencies and mitigating the
vanishing gradient problem encountered in traditional recurrent neural networks (RNNs). Their gated
architecture enables them to retain and selectively update information over extended sequences. LSTM
enhances the model’s ability to learn intricate patterns and relationships within sequential data, leading
to improved performance on various tasks. BERT’s ability to capture global context through its attention
mechanisms and LSTM’s capability to model sequential patterns in data. BERT provides contextualized
embeddings that encapsulate rich semantic information for each token. Feeding these embeddings into
an LSTM allows the model to further learn temporal dependencies and sequential patterns in the data.
We trained 2 layers of LSTM with a hidden dimension of 192 and a single softmax layer at the end
with a dropout of 0.3 between the final and LSTM layers on the frozen BETO sequential features for
30 epochs with Cross Entropy loss using AdamW optimizer with a learning rate of 3e-4 with a linear
learning rate schedule and a batch size of 32.



Table 1
Track-1 Results on Validation Data

Model Precision (macro) Recall (macro) F1 (macro) Accuracy

Full Fined BETO 99.60 99.60 99.60 99.22
LoRA Fine Tuned BETO 85.94 91.49 88.63 97.81
LSTM 95.64 98.15 96.83 97.55
XGBoost 97.00 99.03 98.05 98.20

6. Results

Trained models were evaluated on macro-average Precision, Recall, and F1-Score for both Track-1 and
Track-3. For Track-1 our best model XGBoost trained on SMOTE augmented sentence embeddings
achieved an F1-score of 74.56 on test data as depicted by the leaderboard while 98.058 on validation
data. Full Fine tuned BETO achieved very high F1-scores of 99.604 and 99.085 on train and validation
data respectively but a very low F1-score of 32.39 on test data as shown on the leaderboard after our
second submission. LoRA fine-tuned BETO achieved F1-scores of 98.712 and 88.632 on training data and
validation data respectively while LSTM trained on temporal features resulted in scores of 98.311 and
96.830 on training and validation data. For Track-3 LoRA Fine tuned BETO on raw text data resulted
in an F1-score of 69.461 on validation data and 87.195 on the training data whereas full fine-tuning
exhibited worse performance due to less generalizing capability by achieving an F1-score of 94.134 on
training data and 57.897 on validation data. LSTM trained on sequential features of BETO of Track-3
resulted in an F1-score of 95.443 on training data and 61.760 on validation data while our best submission
of the XGBoost model resulted in an F1-score of 47.440 on test data as shown on the leaderboard, 68.391
on validation data. Overall the models showed less generalizing power to the unseen distribution of test
data with very prone to overfitting on the training dataset even after applying regularizing techniques
like dropout, early stopping, and L-2 regularizing which resulted in a significant gap between the scores
on validation and test data. The macro scores and accuracy on the validation dataset of Track-1 are
shown in Table 1 and for Track-3 are provided in Table 2 while the confusion matrices of each model
on both the tasks are provided in the following figures.

(a) Track-1 (b) Track-3

Figure 4: Confusion Matrix of validation data for Full Fine Tuned BETO.



(a) Track-1 (b) Track-3

Figure 5: Confusion Matrix of validation data for LoRA Fine Tuned BETO.

(a) Track-1 (b) Track-3

Figure 6: Confusion Matrix of validation data for LSTM on Sequential BETO Features.

(a) Track-1 (b) Track-3

Figure 7: Confusion Matrix of validation data for XgBoost.



Table 2
Track-3 Results on Validation Data

Model Precision (macro) Recall (macro) F1 (macro) Accuracy

Full Fined BETO 54.70 61.43 57.89 86.83
LoRA Fine Tuned BETO 65.76 78.03 69.46 89.33
LSTM 59.86 63.78 61.76 90.16
XGBoost 66.28 63.21 64.53 92.00

7. Conclusion

In this paper we presented our proposal for hate speech detection for the LGBT+ community speaking
Mexican Spanish Language in Twitter comments through IberLEF-2024 Homo-MEX 24 shared tasks.
Our approach leveraged the Spanish BERT model - BETO as the main feature extractor. We used full
fine-tuning and LoRA fine-tuning approaches. LSTM-based sequential modeling was also implemented.
XGBoost trained on SMOTE augmented sentence embeddings emerged as our best model achieving
macro F1-scores - 74.56 on Track-1 and 47.44 on Track-3. Further, we plan to explore extensive hyper-
parameter optimization, better data augmentation methods, ensemble approaches, and more robust
regularizing techniques to avoid over-fitting.
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