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Abstract
The increase of use of social media platforms has led to an increase in hate speech expressions in these platforms,
including homophobic content targeting the LGBT+ community. Since LGBT+ people presents a particular
susceptibility to various forms of discrimination and mental health issues, the wide spread of hate speech
expressions poses a significant societal risk, particularly in the context of Mexican society, where drug abuse
presents a pervasive social challenge.

The HOMO-MEX task, par of the IberLEF (Iberian Languages Evaluation Forum), aims to tackle this issue by
developing Natural Language Processing systems to detect hate speech directed to the LGBT+ community. The
2024 edition introduced three tracks: a multi-class hate speech detection, a multilabel one and, for the first time, a
track focusing on identifying homophobic hate speech content in song lyrics.

Our proposal consists on the use of different Large Language Models, namely: BERT, DistillBERT and RoBERTa,
for tracks one and three, achieving 0.8219 and 0.4896 of macro F1-score, respectively. Our findings demonstrate
the effectiveness of these advanced computational techniques in identifying subtle expressions of hate speech,
contributing to the broader effort of mitigating the spread of harmful content and fostering a safer online and
cultural environment for LGBT+ communities.
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1. Introduction

In recent years there has been an increase in hate speech expressions, mainly due to the increase in
social media activity [1]. According to the European Union, hate speech is defined as: “All conduct
publicly inciting to violence or hatred directed against a group of persons or a member of such a group
defined by reference to race, colour, religion, descent or national or ethnic” [2].

Since hate expressions consist of offensive and harmful content targeting specific communities, they
are prone to cause harm and conflict; furthermore, it is easy for such expressions to be widely spread
due to prejudices [3]. In particular, homophobic hate speech is of particular importance, given that
LGBT+ members suffer from substance abuse disorders, mental health issues, job market discrimination,
as well as limited access to health care services [4, 5]. This fact is even more important under the
context of the Mexican society, where drugs consumption presents a social issue that do not only affects
the LGBT+ community [6].

It is, under this context, that the HOMO-MEX task [7, 8] arises as part of the IberLEF (Iberian
Languages Evaluation Forum) [9]. The main objective of the task is the development of Natural
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Language Processing (NLP) systems that are able to identify, in Spanish written tweets, LGBT+ related
hate speech no matter how subtle the expression. In the 2024 edition of HOMO-MEX [8] there were
three tracks: a multi-class Hate speech detection track, where tweets are mapped to three classes,
LGBT+phobic, not LGBT+phobic and not LGBT+related; a multilabel hate speech detection track where
the possible classes are Lesbophobia, Gayphobia, Biphobia, Transphobia, Other LGBT+phobia and Not
LGBT+related. Lastly, track 3 consisted on the classification of song lyrics containing LGBT+phobic
hate speech, where classes were defined as LGBT+phobic and Not LGBT+phobic; it is the first time that
the HOMO-MEX task includes this track, arguing on the difficulty to identify hate speech in songs,
since this detection depends on the context and culture under which the songs were written.

The rest of this manuscript is structured as follows: Section 2 presents a brief literature review for hate
speech detection, at first instance as a general overview and in second place specific to the HOMO-MEX
task; Section 3 explains our proposal, including preprocessing, models and metrics; Section 4 shows the
results obtained; finally, Section 5 highlights the importance of our proposal and points out to future
directions for subsequent research.

2. Literature Review

In this section, a brief literature review on hate speech and homophobic content is presented. First in
general terms for the task and, finally, specific to the HOMO-MEX task.

2.1. General Overview

Traditional Machine Learning (ML) algorithms, in conjunction with NLP preprocessing techniques.
For instance, in [10] used a voting classifier conformed of: Support Vector Machine (SVM), Random
Forest (RF) and Logistic Regression (LR), together with character and word n-grams, and syntactic
ngrams; the model was developed for the Profiling Hate Speech Spreaders (HSSs) task from PAN at
CLEF 2021, achieving accuracies of 0.73 and 0.83 for English and Spanish. Additionally, in [11] three
tree-based algorithms were used, namely RF, Light Gradient Boosting Machine (LightGBM) and Cat
Boost classifiers, all with bayesian optimization and unigrams and bigrams as features, achieving
accuracy scores from 0.85 to 0.87 depending on the model used.

Convolutional Neural Networks (ConvNets) have been extensively used for hate speech detection.
Ribeiro and da Silva [12] proposed a ConvNet for hate speech classification for the SemEval-2019 Task
5; the model used pre-trained word embeddings such as GloVe and FastText with 300 dimensions,
achieveing F1-scores between 0.48 and 0.69. Siino and colleagues [13] worked on the HSSs task, they
used a ConvNet with a single convolutional layer getting an accuracy of 0.79 on a multilingual (English
and Spanish) setup, while achieving individually accuracy values of 0.85 and 0.73 for Spanish and
English, respectively.

In [2], they used the A-stacking classifier, based on ensemble learning; it uses a Recurrent Neural
Network (RNN) to create word embeddings, a Long Short-Term Memory (LSTM) network and softmax
activation to detect hate speech across several dedicated datasets, both in within datasets and cross
datasets setups. Corazza and colleagues [14] proposed a modular neural network consisting on an
RNN layer, a dense layer of 100 neurons and a single output neuron; this model is able to support both
word-level and tweet-level features, it was tested on English, German and Italian languages.

The NULI team at SemEval-2019 [15] fine tuned the Bidirectional Encoder Representations from
Transformers (BERT) to detect hate speech which made the team get the first place at the competition;
preprocessing consisted only on emoji substitution, hashtag segmentation and converting all text to
lowercase.

Lastly, Caselli et al. [16] introduced HateBERT, a re-trained BERT specifically for abusive language in
English; trained on the Reddit Abusive Language English datase (RAL-E). After training, HateBERT was
tested—along with the original BERT model—in several datasets, as a consequence of this re-training,
HateBERT outperformed BERT in all benchmarks.



2.2. HOMO-MEX Literature Review

The year 2023 marks the first iteration of the HOMO-MEX [7] task at IberLEF. A Mexican Spanish
tweets corpus containing nouns indicative of the LGBT+ community was created for Hate Speech
detection. The selection of slang, slur, general terminology and nouns was performed by a list of words
from social network channels like Twitter, Facebook and Instagram, among others. Variations in terms
were also considered, for instance, the meaning of the word puto can also be expressed by the words:
pute and putx (efeminitaztion); putito, putín (diminutive); and putote, putón (augmentative); to name a
few examples.

After the terms extraction, web scrapping over time was performed to extract 706,886 tweets in
Mexican Spanish, from those, 11,000 were annotated into LGBT+phobic, not LGBT+phobic and not
relevant to the LGBT+ community; additionally, in the multilabel approach tweets could belong to one
or more of the following categories: Gayphobia, Lesbophobia, Biphobia, Transphobia or other types of
LGBT+phobia.

Among the proposals presented in this first edition, [17] used traditional NLP preprocessing and
feature extraction techniques, such as Bag of Words (BoW) and term frequency (TF), and the inverse
document frequency (IDF) to perform TF-IDF. As classifiers they used a Linear Support Vector Machine
(LSVM) and a Bagging Classifier for with LSVM as base model. Rivadeneira and colleagues [18] partici-
pated only in the second (multilabel) task. They trained individual classifiers for each LGBT+phobia
class; as features they used n-grams for word tokens and a weighted TF-IDF BoW representation. For
classifiers they used Random Forest and SVMs.

In [19] several transformer-based models such as BERT and RoBERTa proved to be effective for tracks
1 and 2, detecting LGBT+phobic content in multiclass and multilabel setups, respectively. Similarly, in
[6] BERT-based models were also used for the first track, achieving a Macro F1 score of 0.73. Additionally,
Rosauro and Cuadros [20] used BETO [21], RoBERTuito [22] and mDeBERTa [23] (all BERT based
models) for tracks 1 and 2, achieving 0.84 and 0.68 of Macro F1 score, respectively.

3. Proposal

This section provides insight on our proposal for tracks 1 and 3 of the 2024 edition of HOMO-MEX [8].

3.1. Preprocessing

Based on the conclussions we draw from our state of the art review, we decided to work with transformer
based models only. Therefore, our preprocessing is minimal, consisting of the following steps: remove
URLs, remove Hashtags, remove Twitter handles—marked by the @ symbol—, and, lastly, remove emojis.

3.2. Models Used

The models we decided to work with were all transformer based and downloaded from the HugginFace
repository. The selected models were:

• DistillBERT [24] multilingual cased,
• RoBERTa [25] base, and
• BERT [26] multilingual cased

4. Results

For experimentation, we used Hold-out validation splits over the training set: 80% was used for training
and 20% was used for validation of the transformer based models. Once we considered the training
phase as finished, we passed the testing set to the models. In Table 1 we show the results of the several
models for track 1: multi-class hate speech detection.



Table 1
Macro F1 score results over the testing set on Track 1 for the selected models.

Model Macro F1 score
RoBERTa 0.8219
BERT 0.8219
DistillBERT 0.7892

Additionally, in Table 2, we show the results for track 3—classification of song lyrics containing
LGBT+phobic hate speech—for the RoBERTa model, which showed the best results on track 1.

Table 2
Macro F1 score results over the testing set on Track 3 for the BERT multilingual cased model.

Model Macro F1 score
RoBERTa 0.4896

5. Conclusions

In this study, we have explored the efficacy of various Large Language Models (LLMs) in classifying
homophobic content in tweets and songs, contributing to the HOMO-MEX task under the IberLEF
initiative. Our research demonstrates the potential and limitations of different transformer-based
models, specifically BERT, DistillBERT, and RoBERTa, in detecting hate speech targeted at the LGBT+
community.

Our findings show the robustness of transformer based models, in conjunction with fine tuning
procedures, when used for context-dependet hate speech. RoBERTa and BERT both achieved a Macro
F1 score of 0.8219 in the multi-class hate speech detection track.

The performance of RoBERTa in identifying homophobic content within song lyrics was notably
lower, achieving a Macro F1 score of 0.4896, thus, highlighting the complexity of the challenges present
in lyrical content, which often contains metaphorical or figurative language, cultural references and
style variations within writers, making it difficult for the models to detect hate speech.

The use of advanced NLP models—by flagging harmful content—contributes significantly to the
efforts being made by governments and digital platforms to create safer environments for the LGBT+
community.

Our study confirms that leveraging LLMs in hate speech detection is a promising approach, yet it
also highlights the need for continuous refinement and adaptation to address the evolving landscape of
online and cultural expressions of hate.
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