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Abstract
The present work describes the participation of the DSVS team in the HOMO-MEX shared task at IberLEF
2024 on detecting hate speech in online messages and music lyrics targeting the LGBTQ+ community, written
in Mexican Spanish. The study addressed all three proposed tracks: Track 1 involves identifying LGBTQ+
categories (multiclass); Track 2 focuses on fine-grained hate speech detection (multi-labeled); and Track 3 involves
homophobic lyrics detection (binary task). Through an exploration of the datasets, we employ various BERT-based
models. Our team’s best submission secured the 4th position for Track 1, the 3rd position for Track 2, and the 9th
position for Track 3.
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1. Introduction

LGBT+phobia refers to a wide range of negative attitudes, prejudices, and discriminatory behaviors
directed towards individuals with non-normative gender identities and sexual orientations.

This behavior has deep cultural, social, and religious foundations and can be present in individuals,
institutions, and countries. For instance, data from ILGA World (International Lesbian, Gay, Bisexual,
Trans, and Intersex Association) [1] reveals that 60 UN member nations criminalize consensual same-sex
acts by law, with two more doing so de facto which are denoted in Figure 1.

Figure 1: Criminalization of consensual same-sex sexual acts, UN member states according to [1].

LGBT+phobic behaviors have significant repercussions in society. In Italy, several factors converge to
create a highly unfavorable environment for LGBT+ people, including cultural and religious influences.
People belonging to sexual minorities can feel rejected by their religious community due to their sexual
orientation. Furthermore, in highly religious families, parents often tend to abandon their LGBT+
children [2, 3, 4].
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The exclusion of these individuals from society can lead to family breakdown. This rejection can also
weaken social bonds and contribute to greater social disintegration. Additionally, LGBT+ individuals
who belong to groups typically associated with a low tolerance for nonheteronormative practices, such
as certain religious groups, may experience even greater segregation. For example, members of the
Italian Catholic LGBT+ organization risk being isolated from both their religious community and the
LGBT+ community [5].

The ramifications of marginalizing minority groups extend beyond social dynamics, significantly
impacting a nation’s economic landscape. In South Africa, discriminatory employment practices and
limited job opportunities for diverse sexual orientations and gender identities have led to substantial
economic losses [6]. Every year, South Africa bears the burden of approximately $316.8 million
due to this problem alone. Moreover, health disparities cost the country between $3.2 billion and
$19.5 billion annually, driven by elevated rates of illness and mental health conditions necessitating
expensive treatments. Additionally, the prevalence of sexual violence and other forms of victimization
among LGBT+ individuals presents another formidable economic challenge. The annual economic cost
associated with sexual violence against LGBT+ adults is estimated at $64.8 million.

The situation in Mexico is equally alarming, with authorities often failing to protect the LGBT+
community from violence and discrimination. Several reports indicate that police and military personnel
are sometimes responsible for harassing and assaulting transgender women. Numerous acts of violence,
harassment, and even false arrests have been perpetrated by Mexican authorities against transgender
women [7, 8, 9, 10, 11]. This situation is further aggravated by family rejection, which has led to up to
70% young transgender Mexicans having fled or been thrown out of their homes [9].

These examples highlight how attacks on the LGBT+ community not only impact the community
itself but also have a profound influence on society at large. Hence, it is crucial to address the issues
linked to discrimination and hatred faced by the LGBT+ community.

Despite significant advances against discrimination against the LGBT+ community, the issue of hate
speech persists. This reality underscores the necessity for initiatives such as the shared HOMO-MEX
24 task: Hate speech detection towards the Mexican Spanish-speaking LGBT+ population [12], which
was organized as part of IberLEF 2024 [13]. These efforts aim to address and mitigate the harmful
impact of hate speech directed at the LGBT+ community, emphasizing the importance of combating
discrimination and fostering inclusivity.

Our team participated in all three tracks, conducting experiments with various datasets and Large
Language Models (LLMs) for classification, which were fine-tuned for each track. These LLMs include
Spanish models such as BETO [14], MarIA [15], Alberti [16], Bertin [17], RoBERTuito [18], and TwHIN-
BERT [19]. The source code for this work can be found at https://github.com/sdamians/homomex24.

2. Related Work

The HOMO-MEX shared task is being held at IberLef for the second year. In previous years, the tasks
involved analyzing and experimenting with texts containing the context of the LGBT+ community in
Mexico [20]. Various approaches were developed during the last event, employing different techniques
utilizing a dataset created for this purpose [21]. The best approach showcased the utilization of
fine-tuned transformer-based models, including BETO, MDeberta [22], and RoBERTuito, with the latter
being identified as the best-performing model, yielding the most favorable results [23]. Some additional
approaches that were submitted during the last event included ensemble models utilizing sentence
embeddings from transformer-based models [24], the single use of the BERT [25] model, the feature
extraction through text translation from Spanish to English [26], the utilization of traditional machine
learning models such as Decision Trees and Support Vector Machines with TF-IDF representations [27],
among others.

The approach implemented in this work was inspired by the strategy used by the winning
team in last year’s event. Multiple transformer-based models were fine-tuned to get the best results.



RoBERTuito was the most suitable model for tracks 1 and 2 this year because it was pre-trained on
Twitter-like texts and other forms of social media language. For analyzing song lyrics, Alberti was
chosen, a model which had been trained in poetry texts and other metaphorical data. This choice could
extract contextual information about certain words that could convey indirect insults to the LGBT+
community.

3. Dataset description

3.1. Track 1: Hate Speech Detection (Multi-Class Classification)

The training dataset for this track includes inputs written in Mexican Spanish from social media. There
are three distinct labels in this dataset: LGBT+phobic (P), not LGBT+phobic (NP), and not LGBT+related
(NR). During the cleaning phase, duplicate inputs were eliminated, prioritizing the preservation of the
majority class presence. In cases of a tie, the class associated with the most recent occurrence was
selected. Furthermore, user mentions were kept because their absence resulted in the generation of
duplicate inputs with different class labels. This process culminated in a dataset containing a total of
17,943 inputs. For this dataset, the following procedures were also implemented:

• Hashtag words were split according to the camel case syntax.
• User mentions were replaced with the token "usuario". If more than one user mention was present

subsequently, the token "usuarios" was used instead.
• Tokens representing URLs were removed.
• Line breaks were transformed into spaces.
• Space reduction was applied.
• Emoji tokens were converted into word representations.
• HTML entities were decoded.
• Non-Spanish characters were removed (e.g. Asian characters).
• Special Twitter tokens such as "MD" and "RT" were eliminated.

In the process of cleaning and analyzing the data, the analysis revealed a significant class imbalance in
the dataset, with the "P" label representing the minority class (LGBT+ phobia content related). To tackle
this issue, three different versions of the cleaned dataset were proposed. The first version followed
the data preprocessing described previously, the second version removed emojis, and the third version
used the predefined Robertuito cleaning method, which involved replacing emojis and tweet-specific
elements with predefined tokens. Table 1 illustrates the distribution of inputs across the "P", "NP" and
"NR" classes in both the training and validation datasets. For validation and test datasets, duplicated
inputs were not identified.

Table 1
Dataset Description for Track 1. The "Original Train" column represents the total number of inputs
received in the train dataset, encompassing all instances prior to the removal of repeated inputs.

Label Numerical Label Original Train Train Val Test Total

LGBT+phobic (P) 0 1072 1067 862 ? 1934
Not LGBT+phobic (NP) 1 5482 5455 4360 ? 9826
Not LGBT+related (NR) 2 2246 2221 1778 ? 4015
Total - 8800 8743 7000 2200 17943

3.2. Track 2: Fine-grained Hate Speech Detection (Multi-Labeled Classification)

In this dataset, detailed categorization is achieved by using fine-grained labels. These labels consist
of Lesbophobia (L), Gayphobia (G), Biphobia (B), Transphobia (T), Other LGBT+phobia (O), and Not



LGBT+related (NR). The entries may be associated with one or multiple fine-grained labels, illustrating
the diverse nature of hate speech directed towards the LGBT+ community. It was observed that no
entries were classified under the NR label, but it was still accounted for during the training process
as required in the track description. As indicated by Table 2, most of the data was categorized under
the Gayphobia (G) label, with minimal representation of combinations of other labels. Emojis were
considered during the data preprocessing phase to extract relevant information from the inputs and
non-Spanish characters were removed. Considering these factors, three dataset versions were created,
following the approach used in the preceding track. These versions included: one with emojis, one
without emojis, and a third implementing the Robertuito method, containing 2199 entries.

Table 2
Dataset Description for Track 2.

L G B T O NR Original Train Train Val Test Total

✓ 830 828 658 ? 1486
✓ 66 66 58 ? 124

✓ 57 57 46 ? 103
✓ 33 33 30 ? 63

✓ ✓ 28 28 24 ? 52
✓ ✓ 20 20 16 ? 36

✓ ✓ 10 10 4 ? 14
✓ ✓ 7 7 7 ? 14

✓ ✓ 5 5 4 ? 9
✓ 4 4 4 ? 8

✓ ✓ 3 3 3 ? 6
✓ ✓ ✓ 2 2 2 ? 4
✓ ✓ ✓ ✓ 1 1 1 ? 1
✓ ✓ ✓ 1 1 1 ? 1

✓ ✓ ✓ 1 1 1 ? 1
✓ ✓ ✓ ✓ 1 1 1 ? 1

✓ ✓ 1 1 1 ? 1
✓ ✓ ✓ ✓ ✓ 1 1 1 ? 1

Total 1071 1069 862 268 2199

3.3. Track 3: Homophobic Lyrics Detection (Binary Classification)

As shown in Table 3, the LGBT+phobic (P) class has significantly fewer samples compared to the
opposing class, Not LGBT+phobic (NP). The dataset had inputs that exceeded the maximum token limit
allowed by the models used in this work. The entries with more than 128 tokens were segmented to
increase the training data volume and balance the class proportions. Additionally, non-Spanish text
segments of lyrics were translated using the Google Translator API. Song annotations enclosed within
brackets and comments delineated by parentheses were removed. Artist names were tagged with user
to enhance data quality, and repeated words and duplicate inputs were also eliminated. This resulted in
a dataset containing a total of 1,896 inputs.

Table 3
Dataset Description for Track 3. Data augmentation by splitting long entries was considered for the
training step. Duplicate inputs were removed.

Label Numerical Label Original Train Train Val Test Total

LGBT+phobic (P) 0 39 146 40 ? 186
Not LGBT+phobic (NP) 1 945 904 560 ? 1464
Total - 984 1050 600 246 1896



4. Methodology

BETO, TwHINBERT, BERTIN, and RoBERTuito models were fine-tuned for tracks 1 and 2. For track 3,
BETO, MarIA, and Alberti were fine-tuned. During experimentation, we varied diverse parameter values,
such as the number of epochs, batch size, dropout rate, learning rate, and weight decay, shown in Table 4.
In addition, a polynomial learning rate scheduler was used. Class weights were integrated into the loss
functions to address the class imbalance in each dataset. Despite attempting techniques like lowercasing
the texts and freezing layers of the language models, there were no significant improvements. However,
some models showed improved performance when emoji tokens were removed, while others performed
better with the presence of emoji tokens. Table 5 presents the results obtained for the evaluation dataset
per each track. Robertuito got the best results for track 1, BETO for track 2, and MarIA for track 3.
For the first two tracks, emoji tokens were significant for the solution, although BETO without emoji
got the best results for Hamming Loss and the Exact Match Ratio (MR). For the third track, MarIA
outperformed the other two implemented approaches significantly.

Table 4
Parameter variation for each experiment developed. Generally, low dropout rates and a value of zero for
weight decay obtained the best results.

Parameter Range / Values

Epochs 10,15,20,25
Batch size 8, 16
Dropout rate 0.0, 0.05, 0.1, 0.2
Learning rate 2e-5, 4e-5, 5e-5
Weight decay 0.0, 0.001, 0.01
AMSGrad True,False
Epsilon 1e-8,1e-10

Table 5
Evaluation results for the best experiments based on the combination of LLM and preprocessed dataset
type

Track Model Dataset Precision Recall Macro F1 Hamming Loss MR

Track 1 BETO track1 with emoji 0.9980 0.9991 0.9985
BETO track1 without emoji 0.9984 0.9994 0.9989

Robertuito track1 robertuito 0.9992 0.9998 0.9995
Track 2 BETO track2 with emoji 0.8292 0.8326 0.8309 0.0023 0.9860

BETO track2 without emoji 0.8301 0.8303 0.8302 0.0021 0.9872
TwHINBERT track2 with emoji 0.8044 0.8258 0.8143 0.0067 0.9617
TwHINBERT track2 without emoji 0.8161 0.8326 0.8242 0.0050 0.9698
Robertuito track2 robertuito 0.7172 0.8303 0.7664 0.0181 0.8932

BERTIN track2 with emoji 0.7898 0.8058 0.7972 0.0114 0.9443
BERTIN track2 without emoji 0.8103 0.8263 0.8181 0.0061 0.9663

Track3 BETO track3 preprocessed 0.5085 0.5027 0.4975
Alberti track3 preprocessed 0.4667 0.5000 0.4828
MarIA track3 preprocessed 0.6689 0.6330 0.6482

5. Results

The organizers used Macro F1 scores as the primary metric to assess participants’ performance. To
handle submissions and obtain scores for the test dataset, restrictions allowed only 10 distinct results to
be submitted. For this work, the top 2 models for each track were selected for submission. The official



results achieved by the top 5 participants for each track are shown in Table 6. Our team secured the
4th, the 3rd, and the 9th positions in each respective track based on the official results. The top models
trained during the evaluation step also delivered the best results in the test set. This indicated that
other approaches developed in this work were unlikely to improve the final results.

Table 6
Official results per track. Our team achieved 4th, 3rd, and 9th place per each track. The best models are
described after the name of our team. For track 3, some participants were omitted.

Track Participant Macro F1 Place

Track 1 verbanex 0.9143 1
atoro491 0.9143 1
rogerd97 0.9143 1

CANTeam 0.8775 2
i2chuelva 0.8764 3

DSVS (Robertuito) 0.8713 4
metztli 0.9143 5

Track 2 CANTeam 0.9730 1
homomex 0.9487 2

DSVS (TwHINBERT) 0.9435 3
verbanex 0.9393 4
ajhglez99 0.9345 5
jmadera 0.9345 5

Track 3 ajhglez99 0.5762 1
jmadera 0.5762 1
verbanex 0.5683 2
metztli 0.5667 3
jcmqcu 0.5575 4
carlos31 0.5484 5

DSVS (BETO) 0.4864 9

6. Conclusions

This study documents our participation in the HOMO-MEX shared task, focusing on Hate Speech
detection in Mexican-Spanish texts. Our engagement in this task resulted in competitive outcomes,
particularly notable in tracks 1 and 2. However, in track 3, our performance was hampered by time
constraints, leading to the submission of a suboptimal model (BETO and Alberti) and potentially
limiting our ability to improve results further. Class weights were implemented based on the balance of
the classes per dataset to tackle data imbalance. Nevertheless, the exploration of data augmentation
techniques could have provided an additional option for improvement.

In our analysis, we noticed the importance of emoji characters in detecting hate speech in social
media posts, especially in tracks 1 and 2. The handling of emoji symbols during the data cleansing
process was demonstrated to impact the performance of the models.

Overall, our findings highlighted the complexities involved in detecting hate speech in diverse
linguistic contexts. While our participation yielded competitive outcomes, there remains ample room
for further exploration and refinement of methodologies to enhance detection accuracy and robustness
in real-world applications.
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