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Abstract
In recent years, many language models have been introduced to tackle various NLP tasks. In general, most pre-
trained language models achieve superior performance to traditional machine learning algorithms. However, with
different architectures and pre-training corpora, some models are proven to be more efficient than others in some
specific domains. By participating in the IberLEF 2024 HOPE shared tasks, we aim to explore the effectiveness of
pre-trained language models in identifying hope speech in text by fine-tuning different models and compare their
performance for each given task. This simple yet effective approach helps us achieve satisfactory results in the
competition, with all tasks getting 3rd rank or higher.
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1. Introduction

Hope has been widely recognized as a crucial and inherent aspect of human existence [1], a feeling that
is both powerful and complex. Serving as an existential element within each individual, hope manifests
itself in various ways in both private and public spheres [2]. It is essentially a positive outlook on things,
a belief that good things are possible [3].

Hope serves as a motivational force, fostering the belief that one’s actions can influence the desired
future state. It fuels the perception that effort has the potential to lead to positive change. In essence,
hope is a complex psychological construct that motivates individuals to strive for positive outcomes in
the face of uncertainty [4].

Due to its relevancy, especially in the modern era, a need to detect hope speech in natural language
is becoming more prominent. However, manually carrying out such a task is laborious and costly. Thus,
many machine-learning systems have been employed for this specific task. In that sense, The HOPE
shared task [5], at IberLEF 2024 [6], challenges its participants to design an automatic system to detect
hope speech in 2 tasks:

• Task 1 - Hope for Equality, Diversity and Inclusion: This task aims to detect hope speech,
focusing on promoting the inclusion of vulnerable groups and ultimately achieving Equality,
Diversity, and Inclusion. The main objective is to identify whether a given Spanish tweet contains
hope speech or not.

• Task 2 - Hope as expectations: This task focuses on expectations, desirable and undesirable
facts. There are two subtasks in this task, specifiacally: Binary Hope Speech Detection and
Multiclass Hope Speech Detection. Both subtasks are required for English and Spanish text.

After our participation, we present a summary of the work and the results obtained as shown in this
paper, including preprocessing input text, fine-tuning and comparing multiple pre-trained language
models for both Spanish and English to draw out the conclusion: Which model fits which task?
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The structure of this paper is as follows: In Section 2, we describe some previous works on hope
speech detection and comment on their performance. In Section 3, we detail our methodology for
detecting hope speech in the assigned tasks. In Section 4, we describe the datasets provided by the
organizers. In Section 5, we experiment and evaluate our proposed methods to see which one is the
most suitable. In Section 6, we apply our best method to the unlabeled datasets and explain the results.
Finally, in Section 6, we conclude the paper and speculate possible improvements in the future.

2. Related Work

Pioneering the field of hope speech detection on social media platforms by aligning hope with equality,
diversity, and inclusion (EDI), Chakravarthi [4] created the HopeEDI corpus using YouTube comments
in both Dravidian and English languages, including English as well as code-mixed Tamil-English and
Malayalam-English datasets. This led to the shared task at the First Workshop on Language Technology
for Equality, Diversity, and Inclusion (LT-EDI-EACL) [2] in 2021. Later it was expanded to include
Spanish and code-mixed Kannada-English texts and used in the second next edition shared task at the
same workshop in 2022 [7]. Experimenting with various Machine Learning models and a CNN model
for detecting hope speech. Chakravarthi concluded the proposed CNN model achieves the highest
F1-score across all languages [8].

In the LT-EDI-EACL 2021 workshop, Dowlagar and Mamidi [9] used 3 models for the task: SVM as
baseline, multilingual BERT, and multilingual BERT with CNN classifier. The latter model outperformed
the others. Arunima et al. [10] fine-tuned mBERT for Malayalam and Tamil then used BERT for
English. This simple yet effective approach yielded competitive results. Upadhyay et al. [11] tried
two approaches: contextual embeddings with classifiers and majority voting ensemble by fine-tuning
pre-trained transformer models (BERT [12], ALBERT [13], RoBERTa [14], IndicBERT [15]).

At shared task Multilingual Hope Speech detection (HOPE) of IberLEF 2023 [16], Zahra et al. [17]
employed SVM for English dataset and KNN for Spanish dataset. The approach achieved third place in
both datasets. Inspired by previous works in hope speech detection, Moein et al [18] used CNN and
achieved fourth place in both sub-tasks. Juan et al. [19] fine-tuned separate transformer-based models
for different languages: DistilBERT [20] for English which got first rank and BERTuit [21] for Spanish
which got second rank.

From a performance standpoint, models that integrate pre-trained language models have proven
to be highly successful in hope speech detection and yielded great results as demonstrated in various
studies cited above.

3. Methodology

Inspired by the success of pre-trained language models in recent years, we employed multiple models
for the classification problems in both tasks. These pre-trained models are based on the transformer [22]
architecture and can be fine-tuned for specific problems. We used both monolingual and multilingual
models and then evaluated the performance of each model to conclude which model suits which task.
We used BERT[12], DistilBERT [20], RoBERTa [14] for English, BETO [23], SpanBERTa 1, RoBERTuito
[24] for Spanish, and mBERT 2, XLM-R [25] for both languages. All of the models were applied by using
the Transformer library 3 provided by HuggingFace 4. The summarized details of the used pre-trained
language models are shown in Table 1.

To apply the mentioned Pre-trained language models for the classification problem in 2 tasks, we
added a classification layer on top of the output for the [CLS] token, which represents sentence-level
classification. The number of outputs in the classification layer depends on the number of classes for

1https://github.com/chriskhanhtran/spanish-bert
2https://github.com/google-research/bert/blob/master/multilingual.md
3https://github.com/huggingface/transformers
4https://huggingface.co/
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Table 1
Summarized information of various pre-trained language models used in our approach

Model Pre-trained data Tokenization HuggingFace
model’s name

English language models

BERT
BooksCorpus +

English Wikipedia
WordPiece

google-bert/
bert-base-uncased

DistilBERT
BooksCorpus +

English Wikipedia
WordPiece

distilbert/
distilbert-base-uncased

RoBERTa

BooksCorpus +
English Wikipedia +

CC-NEWS + STORIES +
OPENWEBTEXT

byte-level BPE
FacebookAI/
roberta-base

Spanish language models

BETO
OPUS Project +

Spanish Wikipedia
SentencePiece

dccuchile/
bert-base-spanish-wwm-cased

SpanBERTa Spanish OSCAR byte-level BPE
skimai/

spanberta-base-cased

RoBERTuito Spanish tweets SentencePiece
pysentimiento/

robertuito-base-uncased
Multilingual models

mBERT Wiki-100 WordPiece
google-bert/

bert-base-multilingual-cased

XLM-R CC-100 SentencePiece
FacebookAI/

xlm-roberta-base

the corresponding task. Beforehand, few preprocessing steps were carried out, including converting
emojis into text using the emoji package 5 and removing the #USER#, #URL# phrases in the original
text.

The configuration (hyperparameters) we used for every model is the same for each task. Table 2
contains these values.

Table 2
The configuration for every model

Hyperparameter Value
Optimizer AdamW

Loss function Cross-Entropy Loss

Pre-trained model learning rate 1e-5

classification layer learning rate 1e-4

train batch size 64

epochs 10

4. Data

This section describes the dataset provided in the challenge HOPE, part of IberLEF 2024.
In Task 1 - Hope for Equality, Diversity, and Inclusion, the datasets were collected and annotated

from 2020 to 2023, which is an expansion of the SpanishHopeEDI dataset [26]. During the training
phase of the shared task, the datasets provided included the training set and the testing set. Given a
tweet, it is either labeled HS (Hope Speech) or NHS (Non-Hope Speech).

In Task 2 - Hope as Expectations, the tweets for English and Spanish were retrieved in the first
half of 2022. They are selected through systematic filtration and annotation processes to make suitable
datasets for each language [27]. In the binary classification problem, the given text is either labeled

5https://pypi.org/project/emoji/
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Hope or Not Hope. In the multiclass classification problem, the class Not Hope is the same as binary
classification while the class Hope is divided into Realistic Hope, Generalized Hope, and Unrealistic Hope
to fit specific circumstances.

Table 3 displays the general statistic of the datasets, while Table 4 depicts the distribution between
the classes in both tasks. As can be seen, the multiclass English dataset is imbalanced with the majority
of classes focusing on Not Hope, while Realistic Hope and Unrealistic Hope only account for a small
amount. Likewise, Hope class only takes about half of Not Hope in the binary Spanish dataset, leading
to a severe imbalance between classes in the multiclass Spanish dataset.

Table 3
General statistics of each task’s datasets

Task 1 Task 2
English

Task 2
Spanish

Train Val Train Val Train Val
Number of samples 1400 200 6192 1032 6903 1150
Number of tokens 293778 43586 1141573 184304 1009834 168763
Minimum length 8 6 9 14 7 8
Maximum length 58 58 107 83 70 62
Average length 34.85 36.88 33.00 32.07 26.32 26.26

Table 4
Distribution of classes in each task

Not Hope Hope
Realistic Hope Generalized Hope Unrealistic Hope

Task 1 Train 700 700
Val 100 100

Task 2 - Binary
English

Train 3088 3104
Val 502 530

Task 2 - Binary
Spanish

Train 4701 2202
Val 799 351

Task 2 - Multiclass
English

Train 3088 730 1726 648
Val 502 300 102 128

Task 2 - Multiclass
Spanish

Train 4701 505 1151 546
Val 799 74 91 186

5. Evaluation

During the training phase of the challenge, we fine-tuned the pre-trained language models listed in
Section 3 on the training datasets and then evaluated them on the validation datasets. The performance
of each model was evaluated mainly by using Macro F1-score for all tasks since this is the main metric
used by the organizers. This evaluation aims to assess the performance of different pre-trained language
models and understand which performs best on previously unseen data. The results are shown in Table
5.

Based on the results achieved, the models with the best performance were selected to predict the
classes of unseen data. Despite achieving the highest Macro F1-score, XLM-R was only tested after
the publication of the official results. Therefore, we decided to use RoBERTuito for task 1, BERT for
both English subtasks of task 2, and BETO for both Spanish subtasks of task 2.

6XLM-R was tested after the release of the offical results



Table 5
Evaluation of the pre-trained language models testing on validation datasets

Model Task 1 Task 2 - Binary Task 2 - Multiclass
Spanish English Spanish English Spanish

English language models
BERT -/- 85.90 -/- 71.57 -/-

DistilBERT -/- 85.34 -/- 70.33 -/-
RoBERTa -/- 85.29 -/- 69.43 -/-

Spanish language models
BETO 81.97 -/- 82.28 -/- 63.72

SpanBERTa 85.00 -/- 80.19 -/- 58.96
RoBERTuito 87.47 -/- 81.70 -/- 61.21

Multilingual models
mBERT 79.46 84.08 79.40 68.34 58.42
XLM-R6 83.99 86.71 82.78 73.32 64.29

6. Results

The official results and the results of the top systems are shown in Table 4. The number in brackets
next to the team’s name denotes their rank. Teams with equal score are the same in rank.

As it can be seen, our method helps us achieve competitive results in each task with 3rd rank or
higher. Specifically, in task 1, we attained top 1 with a 0.6579 Macro F1-score, 0.0582 less than top 1’s
score. Regarding task 2 binary classification problem, we got 0.85 and 0.83 in Macro F1-score for English
and Spanish respectively, both achieved top 3 and were 0.2 less than the F1-scores of top 1. For task 2
multiclass classification, we got top 1 for the English language with a Macro F1-score of 0.72, tied with
2 other teams, and for the Spanish language, we got top 3 with a 0.65 F1-score, lower than top 1 team’s
method by 0.2.

Table 6
Top 5 submissons in each task

Task 1 Task 2 - Binary
English

Task 2 - Binary
Spanish

Task 2 - Multiclass
English

Task 2 - Multiclass
Spanish

Team Macro-F1 Team Macro-F1 Team Macro-F1 Team Macro-F1 Team Macro-F1
thindang (1) 0.7161 hongson04 (1) 0.87 olp (1) 0.85 Ours (1) 0.72 hongson04 (1) 0.67
Ours (2) 0.6579 olp (2) 0.86 hongson04 (2) 0.84 olp (1) 0.72 olp (2) 0.66

michaelibrahim (3) 0.6522 ronghao (2) 0.86 Ours (3) 0.83 hongson04 (1) 0.72 Ours (3) 0.65
Jesus_Armenta (4) 0.6438 Ours (3) 0.85 ronghao (3) 0.83 ronghao (2) 0.68 MIKHAIL (4) 0.64
hongson04 (5) 0.5879 MIKHAIL (3) 0.85 KavyaG (4) 0.82 zahraahani (2) 0.67 KavyaG (4) 0.64

7. Conclusion and Future Work

In this paper, we describe our submission system for the IberLEF 2024 HOPE. After some preprocessing,
we fine-tuned various pre-trained languages to fit specific tasks and concluded which models performed
best on which tasks. This simple yet effective approach shows the effectiveness of pre-trained language
models for downstream tasks, which helped us achieve competitive results, ranking 3rd or higher across
all tasks.

However, due to resource limitations, we couldn’t experiment with larger-sized models, and with
myriad existing models, we couldn’t try them all to validate their performance. For future work, we
could explore large language models such as LLaMa [28], LaMDA [29] or Gemini [30]. Rather than
simply fine-tuning language models, we could also try implementing better architecture into our models
and use language models as a base for them. Furthermore, the imbalanced datasets also poses a challenge
for any model to learn the pattern of all classes thoroughly. For this problem, we believe applying
effective pre-processing techniques would enhance performance on the test set.
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