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Abstract
Enhancing Recommender Systems (RS) with plain-text reviews has been a challenging effort despite
significant efforts in the past. Recently, Large Language Models (LLMs) have demonstrated exceptional
capabilities in understanding natural language semantics, leading to promising applications across
various fields. Nonetheless, applying these models to recommendation tasks introduces several chal-
lenges, including high computational demands and the potential for generating inaccurate or fabricated
content (”hallucinations”). Consequently, instead of directly employing LLMs as generative models
for recommendations, our research explores whether embeddings derived from plain-text reviews can
enrich traditional recommendation algorithms and analyze the recommendation impact of different LLM
embeddings with high effectiveness in NLP tasks. We conduct our experimental analysis using two
Amazon Review Datasets, and three pre-trained LLM embedding models.
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1. Introduction

Recommender systems (RS) are essential tools in navigating the extensive digital catalogs
available today, where users frequently contribute reviews of their chosen items. Historically,
these textual reviews have been underutilized in RS, despite their potential to enhance system
accuracy and user satisfaction [1]. Recent advancements in Natural Language Understanding,
driven by the development of Large Language Models (LLMs), offer new opportunities to
leverage these textual reviews effectively. In this study, we investigate the integration of
semantic-rich embeddings generated from LLMs into traditional content-based (CBF) and
collaborative filtering (CF) RS. Our research is driven by two primary objectives: firstly, to show
how traditional RS work when augmented with review embeddings as side information, and
secondly, to conduct a comparative analysis of various LLMs regarding their effectiveness.
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2. Background

Numerous methods have been developed to extract information from reviews, however, most
of these techniques are over a decade old and have fallen out of common use. This decline is
largely because review-based RS rarely achieve the recommendation accuracy of CF models
[1]. LLM technology has significantly influenced various fields, including RS. These models
are increasingly utilized to provide text-based recommendations, in the form of generative
RS. Employing methods such as pre-training, fine-tuning, and prompt engineering [2], LLMs
improve conversational RS where recommendations are generated through natural language
interactions. Additionally, LLM embeddings serve as auxiliary data to enhance traditional CF
models, using approaches that are similar to this study but applied over different textual data,
such as product descriptions.

Our interest is in models that incorporate embeddings as side information, enhancing con-
textual relevance. UniSRec [3] and Text-based CF (TCF) [4] explore the use of LLM embeddings
in RS. UniSRec integrates these embeddings from various sub-categories of the Amazon Re-
view Dataset for both pre-training and Parameter-Efficient Fine-Tuning (PEFT) [5], thereby
enhancing its behavior encoder to improve recommendation effectiveness. TCF assesses the
impact of LLM scale on the quality of recommendations. Finally, a recent study on review-
based RS demonstrated promising preliminary results, further supporting the potential of these
approaches [6].

3. Models and Methodology

To evaluate the effectiveness of using review embeddings generated by LLMs as side information
in simple RS models, the following purely CF are used as a baseline:
ItemKNN-CF [7], UserKNN-CF [8], MF [9], SLIM EN [10], GF-CF [11], RP3𝛽 [12].
Additionally, to explore the integration of LLM embeddings into RS, the following models

have been adapted:

• ItemKNN-CBF-E: a neighbourhood CBF approach. The item features consist of a pooling
(either the mean, the sum or the element-wise maximum) of all the review embeddings
available for it.

• ItemKNN-CFCBF-E - UserKNN-CFCBF-E: a hybrid approach combining CF and CBF.
The item features concatenate interaction data and pooled review embeddings, weighted
by a hyperparameter.

• RP3𝛽-E: a graph-based approach derived from the RP3𝛽 baseline. The review embeddings
are considered as a third class of nodes in the graph. They are pooled by item, so that
each item 𝑖 will have a corresponding embedding vector 𝑒𝑖 ∈ ℝ𝐹.

Two different categories of the Amazon Reviews Dataset [13, 14] are used: the 2014 version
of the Digital Music category, and the 2012 version of the Fine Foods category. For both datasets,
the preprocessing consisted in extracting the 5-core subgraph, to reduce the datasets size on
account of the computational cost of embedding the reviews using multiple LLMs. Both datasets



are split in train, validation and tests sets. The train sets contain 80% of the corresponding
dataset’s interactions, while the validation and test sets contain 10% each.

The plain-text reviews contained in both datasets were embedded using multiple LLMs,
selected from the MTEB Leaderboard [15]: OpenAI’s text-embedding-ada-0021, Wang’s
e5-mistral-7b-instruct [16], and VoyageAI’s voyage-lite-02-instruct2.

The hyperparameters of the models presented above are optimized using Bayesian Optimiza-
tion [17, 18]. We evaluate the models on the top-𝐾 recommendation task with NDCG at cutoff
10. We also report two beyond-accuracy metrics to measure how the recommendations are
distributed: Item Coverage, which represents the quota of items in the catalogue that were
recommended at least once, and Item Coverage Hit, which represents the quota of items in the
catalogue that were recommended correctly at least once.

We investigate the possible presence of consistent trends in recommendation accuracy by
evaluating all models that employ LLM embeddings with three different sets of embeddings
presented above. No LLM fine-tuning nor prompt engineering is employed.

4. Results and Future Investigations

Table 1 shows evaluation results for the Amazon Music and Fine Foods Dataset. In both cases,
the models that exploit reviews embedded by LLMs as side information fail to outperform the
best performing pure CF baselines in recommendation effectiveness, measured by NDCG. This
is evidence that LLM embeddings do not pair well with simple recommenders, and likely need
more expressive architectures to be interpreted effectively and bring value.

Enriching the side information by pooling the available embeddings did not produce the
expected results. We hypothesize that the method of combination is the core issue, as the
pooling technique described in Section 3 may not adequately preserve the nuances of individual
reviews [19]. To address this, we are investigating a novel approach that uses embeddings from
user-preferred item reviews to construct detailed user profiles. These profiles are then used to
compute similarity scores with the single embeddings of other item reviews.

On average, OpenAI’s embedder achieves the highest accuracy on the Amazon Music Dataset
with a mean NDCG of 0.118, surpassing VoyageAI’s embedder by 2.59%. Wang’s embedder
performs the worst, with a mean NDCG of 0.096. Across all models, Wang’s embeddings yield
the lowest recommendation accuracy.

In the Amazon Fine Foods Dataset, embedders are more balanced. OpenAI’s embeddings
achieve the highest average accuracy (NDCG of 0.647), slightly surpassing Wang’s (0.645) and
VoyageAI’s (0.643).

The ItemKNN-CBF-E model, relying solely on embeddings, can be useful to establish the
inherent quality of the embeddings for recommendation. It shows the best NDCG for OpenAI
on the Music Dataset (0.128), followed by VoyageAI (0.123) and Wang (0.055). On the Fine Foods
Dataset, OpenAI again leads (NDCG of 0.799), with Wang (0.756) outperforming VoyageAI
(0.747). Notably, the model’s top-𝐾 parameter for Wang’s embeddings on the Fine Foods Dataset

1https://openai.com/blog/new-and-improved-embedding-model
2https://docs.voyageai.com/docs/embeddings

https://openai.com/blog/new-and-improved-embedding-model
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Table 1
Experimental results for models over the Amazon Music and Fine Foods Dataset. Baseline models have
an empty ‘LLM’ column.

Model Name Amazon Music Dataset Amazon Fine Foods Dataset
LLM NDCG Item

Cov.
Item
Cov. Hit

NDCG Item
Cov.

Item
Cov. Hit

MF - 0.137 0.806 0.169 0.822 0.922 0.464
ItemKNN-CF - 0.170 0.766 0.188 0.845 0.949 0.486
UserKNN-CF - 0.153 0.916 0.209 0.841 0.931 0.484
RP3𝛽 - 0.171 0.802 0.184 0.843 0.940 0.483
GF-CF - 0.163 0.830 0.190 0.841 0.930 0.476
SLIM EN - 0.171 0.790 0.202 0.851 0.923 0.488

ItemKNN-CBF-E OpenAI 0.128 0.913 0.207 0.799 0.951 0.480
Wang 0.055 0.160 0.048 0.756 0.597 0.446

VoyageAI 0.123 0.929 0.193 0.747 0.951 0.444

ItemKNN-CFCBF-E OpenAI 0.157 0.687 0.176 0.837 0.943 0.484
Wang 0.133 0.420 0.117 0.830 0.928 0.471

VoyageAI 0.152 0.767 0.174 0.824 0.881 0.462

UserKNN-CFCBF-E OpenAI 0.146 0.529 0.145 0.766 0.802 0.430
Wang 0.132 0.592 0.126 0.814 0.822 0.440

VoyageAI 0.138 0.468 0.135 0.809 0.759 0.430

RP3𝛽-E OpenAI 0.162 0.718 0.165 0.833 0.948 0.476
Wang 0.161 0.881 0.193 0.832 0.950 0.477

VoyageAI 0.165 0.846 0.184 0.833 0.944 0.476

is 996, contrasting with 22 for the Music Dataset and below 10 for OpenAI and VoyageAI on
both datasets.

Embedding vector size seems to influence model performance. Shorter vectors, from OpenAI
(1,536) and VoyageAI (1,024), yield better accuracy than Wang’s larger vectors (4,096). The
simpler architecture of the models likely limits their ability to process Wang’s complex embed-
dings. The effectiveness of LLMs in top-𝐾 recommendation does not align with their MTEB
leaderboard positions for NLP tasks. OpenAI’s embedder, despite ranking below 71st (as of
June 2024), is the most effective for recommendation. VoyageAI and Wang, ranked 10th and
12th, perform worse in comparison. Wang’s embedder shows varying effectiveness, sometimes
significantly better or worse than VoyageAI’s despite their close leaderboard positions.

Figure 1: Evaluation results in terms of NDCG for all models that employ LLM embeddings
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