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Abstract 
In many hands-free speech communication systems such as surveillance device, voice controlled – 
equipment, teleconference system, mobile phones, smart - home, hearing aid, the captured speech 
signal often degraded due to the existence of third - party talker, unwanted interference, noise, such 
that  the  speech  enhancement  technique  are  required  to  enhance  the  speech  quality,  speech 
intelligibility and perceptual listener. The microphone array (MA) technology has been commonly 
applied to various types of acoustic applications, because of the exploiting the priori information of 
MA  distribution,  the  designed  configuration  of  geometry,  the  characteristics  of  surrounding 
environment to obtain better noise reduction and speech enhancement at the same time. By using 
MA, the problem of sound source localization, estimation of direction of arrival of interest useful 
signal,  the  steered beampattern toward the  desired target  speaker,  the  suppressing of  total  all 
background  noise  are  easy  resolved.  In  MA  beamforming  technique,  Minimum  Variance 
Distortionless Response (MVDR) beamformer is one of the most useful methods for extracting the 
desired talker at certain direction while eliminating all background noise with speech distortion.  
However, the ideal performance of MVDR beamformer is usually corrupted in realistic recording 
situations  due  to  the  microphone  mismatches,  the  different  microphone  sensitivities,  the 
displacement of MA configuration. In this article, the author proposed an accurate calculation of 
steering vector to improve MVDR beamformer’s evaluation in complex and annoying environment. 
The numerical result has confirmed the effectiveness of the author’s suggested method in increasing 
the speech quality from 10.8 (dB) to 12.2 (dB) and reducing the speech distortion to 5.2 (dB). The 
superiority of this method can be integrated into a multi-channel system to achieve sustainable signal 
processing. 

Keywords 
Microphone array, minimum variance distortionless response, beamforming, speech enhancement, 
steering vector, speech quality, the signal-to-noise ratio. 

1. Introduction 

Nowadays,  the  using  of  hearing  aids,  smartphones,  voice  –  controlled  devices,  cellular 
communication, teleconferencing equipment, smart-vehicle present new complex challenges 
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 for speech enhancement algorithms in recovering the original clean speech component while 
suppressing background noise without speech distortion. The single channel, which is often based 
on spectral subtraction, owns the simplicity of performance and easily installed in almost acoustic 
instruments. However, this approach can perfectly work in stationary environments. In the non-
stationary situations and rapidly changing characteristics, this method causes speech distortion or 
corrupted signal. Therefore, MA technology has been installed for overcoming this drawback. MA 
beamforming  uses  the  priori  information  to  achieve  better  noise  reduction  and  speech 
enhancement at the same time. 
 

 
Figure 1: The complex and annoying environment effect on the human life. 
 

The beamforming exploits the designed MA distribution, the direction of arrival of speech, 
the  properties  of  surrounding  noise  environments,  the  constrained  formulation  of  signal 
processing, the additive spectral mask, post – filtering, preprocessing to process the captured 
signals for obtaining the highest quality of speech enhancement. The MA beamformer can be 
categorized into two groups: the fixed beamformer with delay and sum DAS [1-4], the adaptive 
beamformer with differential microphone array DIF [5-8], generalized sidelobe canceller [9-12], 
minimum variance distortionless response [13-16], linear constrained minimum variance LCMV 
[16-20]. 
 

 
Figure 2: The implementation of microphone array beamforming 
 

The use of adaptive beamfoming technique depends on the particular configuration and the 
purpose of the signal processing system on saving the target talker while minimizing the effect 



of  background  noise.  MVDR may  be  in  the  commonly  utilized  beamforming  designs  for 
numerous speech applications, which minimize the noise power at the output while maintaining 
the original speech component. In more complicated situations, where several sources, non-
directional noise, competing talkers, it was applied to separate sound sources without speech 
distortion.  
 

 
Figure 3: The implementation of MA beamforming to extract the desired speech 
 

Although theoretical the MVDR provides optimal spatial diversity, when the interfering 
source  locations  are  constantly  changing,  the  problem  of  speech  enhancement  is  more 
challenging due to the computation and source localization. Assuming the direction of arrival 
(DoA) is known, the MVDR beamformer estimates the desired signal while minimizing the 
variance of noise component at the output of beamformer. In practice, the DoA of the target 
desired signal is not calculated exactly, which significantly degrades the performance of. A lot of 
devoted research has been done to improve the robustness of MVDR beamformer by extending 
the region where the source can be detected, determined according to the characteristics of 
environment.  Nevertheless,  even  assuming  perfect  source  localization  (SSL),  the  fact  that 
microphone  sensors  may have  distinct,  impulsive  response,  different  directional  gain  and 
another level of uncertainty that the MVDR beamformer is not able handle all scenarios well. 

Because  of  the  microphone  mismatches,  the  difference  between  microphone  gain  – 
sensitivities, the inaccurate MA distribution, the error of computing about the DoA and the 
undetermined characteristics of background environments significantly decrease the MVDR 
beamformer’s performance. In this paper, the author proposed a new approach for adaptively 
estimating the steering vector to enhance speech enhancement.  

The rest of this paper is organized as follows. The first section introduces the problem of 
speech enhancement by using MA technology.  The second section describes the principal 
evaluation of MVDR beamforming in the frequency domain. The author’s suggested method 
was presented in section III. The experiments were conducted in section IV with perspective 
numerical results. Section V concludes and the author’s work in the future. 



2. Minimum Variance Distortionless Response 
Beamformer 

 
Figure 4: The scheme of MVDR beamformer in frequency - domain 
 
In this section, the author describes the principle of working of MA in the frequency domain. In 
general case, the dual - microphone system (DMA2) was illustrated to understand the problem 
of signal processing by MVDR beamformer. 
At the current frequency – frame (𝑓, 𝑘), the observed MA signals on two microphones: 𝑋1(𝑓, 𝑘),𝑋2(𝑓, 𝑘) can be presented as: 𝑋1(𝑓, 𝑘) = 𝑆(𝑓, 𝑘)𝑒𝑗𝛷𝑠 + 𝑁1(𝑓, 𝑘) (1) 𝑋2(𝑓, 𝑘) = 𝑆(𝑓, 𝑘)𝑒−𝑗𝛷𝑠 + 𝑁2(𝑓, 𝑘) (2) 

 
Where 𝑆(𝑓, 𝑘) is the original clean speech signal, 𝑁1(𝑓, 𝑘), 𝑁2(𝑓, 𝑘) is the additive noise, which 

significantly degrades on the speech quality. 𝛷𝑠 = 𝜋𝑓𝜏0𝑐𝑜𝑠(𝜃𝑠), 𝜃𝑠 is the direction of arrival of 
interest useful signal relative to the axis of DMA2,  𝜏0  = 𝑑⁄𝑐 is the time delay,  𝑑 is the range 
between two mounted microphones, 𝑐 = 343 (𝑚⁄𝑠) is sound speed propagation in the air. 

With the definition: 𝑿(𝑓, 𝑘) = [𝑋1(𝑓, 𝑘) 𝑋2(𝑓, 𝑘)]𝑇, 𝑵(𝑓, 𝑘) = [𝑁1(𝑓, 𝑘) 𝑁2(𝑓, 𝑘)]𝑇, 𝑫𝑠(𝑓, 𝜃𝑠) = 

[𝑒𝑗𝛷𝑠 𝑒−𝑗𝛷𝑠]𝑇, these equations (1) – (2) can be rewritten as: 𝑿(𝑓, 𝑘) = 𝑆(𝑓, 𝑘)𝑫𝑠(𝑓, 𝜃𝑠) + 𝑵(𝑓, 𝑘) (3) 

 
The requirement of speech enhancement is finding an optimum filter’s coefficients 𝑾(𝑓, 𝑘), 

which ensures the estimated signal �̂�(𝑓, 𝑘) = 𝑾𝐻(𝑓, 𝑘)𝑿(𝑓, 𝑘) approximately the original clean 
speech. 



MVDR beamformer based on the constrained criteria of minimum the total out noise power 
while preserving the speech component without speech distortion. The formulation of MVDR 
beamformer can be expressed as the following way: 

min
W ( f , k )

W H ( f , k )ΦNN ( f , k )W ( f , k )st W H ( f , k )Ds( f ,θs )=1 (4)

With 𝜱𝑁𝑁(𝑓, 𝑘) is the spectral covariance matrix of noise. 
From the constrained problem of MVDR beamformer, the optimum coefficients were defined as: 

W MVDR ( f , k )=
ΦNN

−1 ( f , k )DS( f ,θS )

DS
H ( f ,θS )ΦNN

−1 ( f , k )DS( f ,θS )
(5) 

Unfortunately, the priori information about noisy environment is not always available, so 
the captured MA signals were used instead of.  Finally,  the optimum MVDR beamformer’s 
coefficients were derived as: 

W MVDR ( f , k )=
ΦNN

−1 ( f , k )DS( f ,θS )
DS
H ( f ,θS )ΦXX

−1 ( f , k )DS( f ,θS )
(6) 

 

Where ΦXX
❑ ( f , k )=E {XH ( f , k )X ( f , k )}= E {|X1( f , k )|2} E {X1¿( f , k )X 2( f , k )}

E {X 2¿ ( f , k )X1( f , k )} E {|X 2( f , k )|2}

(⬚)𝐻 is conjugate operator. 
The auto – cross power spectral densities can be calculated as the recursive formulation: 

PX i X i ( f , k )=α PX i X i ( f , k−1)+(1−α )X i
¿ ( f , k )X i

❑ ( f , k ) (7)

PX i X j
( f , k )=α PX i X j

( f , k )+(1−α ) X i
¿ ( f , k ) X j

❑ ( f , k ) (8)

Where 𝛼 is the smoothing parameter, which in the range {0… 1}. 
In  realistic  recording situations,  due to  the  microphone mismatches,  the  differences  of 

microphone sensitivities, the error of estimation of preferred steering vector, the displacement 
of MA distribution, the imprecise of sampling frequency, the moving head of speaker, the 
overall MVDR beamformer’s performance usually corrupted. In the next section, the author 
proposed a new method for determining accurate steering vectors, which seriously affects signal 
processing by beamforming technique. 



3. The proposed method of estimating the steering 
vector 
Steering vector 𝑫𝑠(𝑓, 𝜃𝑠) play an important role in MVDR beamformer. However, the preferred 
steering vector often changed in the frame with the presence of speech component. Therefore, 
the author proposed a recursive formulation for estimating steering vectors as: 𝑫𝑠(𝑓, 𝑘, 𝜃𝑠) = 𝛽𝑫𝑠(𝑓, 𝑘 − 1, 𝜃𝑠) + (1 − 𝛽)𝑫𝑆𝐺𝐸𝑉𝐷(𝑓, 𝑘) (9) 

 
With smoothing parameter 𝛽 and the initial steering vector 𝑫𝑠(𝑓, 0, 𝜃𝑠) = 𝑫𝑠(𝑓, 𝜃𝑠). 

The steering vector in frame – speech 𝑫𝐺𝐸𝑉𝐷𝑠 (𝑓, 𝑘) is computed by generalized eigenvalue 
decomposition as the following way: 𝑫𝐺𝐸𝑉𝐷𝑠 (𝑓, 𝑘) = 𝑹𝑁𝑁(𝑓, 𝑘)𝑃{𝑹−𝑁𝑁1 (𝑓, 𝑘)𝑹𝑆𝑆(𝑓, 𝑘)} (10) 

 

Where 𝑃{𝑹−𝑁𝑁1 𝑹𝑆𝑆} extracts the principal eigenvector by applying generalized eigenvalues 
decomposition to the spectral matrix of noise and speech. 

In  practical  applications,  the  priori  information  of  noise  and  clean  speech  is  not  always 
available. Hence, the author proposed using EM algorithm [22] for calculating the spectral 
mask, which according to the presence/absence of speech enhancement. Let 𝑀𝑠(𝑓, 𝑘) denote the 
time – frequency mask for speech and 𝑀𝑛(𝑓,  𝑘) represents the background noise probability. 
Then, the matrix 𝑹𝑠𝑠(𝑓, 𝑘),𝑹𝑁𝑁(𝑓, 𝑘) yields as the following equations: 

RSS ( f , k )= 1

∑
k

M S ( f , k )
∑
k

M s ( f , k ) X ( f , k ) , XH ( f , k )
(11)

RNN ( f , k )= 1

∑
k

M n ( f , k )
∑
k

M n ( f , k )X ( f , k ) , XH ( f , k )
(12)

The appealing properties of the author’s post – Filtering is tracking, updating the steering 
vector according to the speech presence probability in the frame – speech, which leads to 
enhance  MVDR beamformer’s  performance.  In  the  next  section,  the  author  demonstrates 
experiments to confirm the advantages of suggested technique. 



4. Experiment results 

 
 

Figure 5: The demonstrated experiment with dual - microphone system 
 
The purpose of the conducted experiment is to compare the effectiveness of the traditional 
MVDR beamformer (tMVbe) and the author suggested method (ausv) in increasing the speech 
quality and energy. An objective measurement of SNR [21] was used for computing the obtained 
processed signals. The experiment was performed in room dimensions about 9.5 x 8.0 x 3.6 m3. 
The  dual  –  microphone  array  (DMA2)  was  used  for  capturing  the  original  clean  speech 
component, which degraded by noisy environment. The desired speaker stands at distance L = 
3.5 (m) to the axis of DMA2 and the direction of arrival of interest signal is 𝜃𝑠 = 600 in the 
condition of existence of noise, interference. The range between two mounted microphones is 𝑑 
= 5(𝑐𝑚). For recording the mixture of speech and noise, the sampling rate is set 𝐹𝑠 = 16 𝑘𝐻𝑧 , 
overlap 50%. The observed MA signals were depicted in Figure 6. 

 
 

 
Figure 6: The waveform of the captured microphone array signals 
 



𝑛𝐹𝐹𝑇 = 512, smoothing parameter 𝛼 = 0.1 for calculating the auto – cross power spectral 
densities and 𝛽 = 0.92 to track the changing steering vector. After using the MVDR beamformer, 
the output signal was derived as Figure 7. 

 

 
Figure 7: The waveform of processed signal by tMVbe 
 

As a result, in the recording scenarios of presence of complex environments, the moving 
head of talker, the coherent difference sensitivities of microphone arrays, the error of estimation 
of  preferred  steering  vector  significantly  affected  on the  MVDR beamformer’s  evaluation. 
Although the noise level was suppressed, the original speech component was not recovered. 
 

 
Figure 8: The waveform of processed signal by ausv 

 
A comparison of energy between these signals was illustrated in Figure 9. 



  
Figure 9: The comparison energy between microphone array signals and the processed by 
tMVbe, ausv 

 
By using the author’s method, the steering vector was recursively updated frame - by - frame, 

which provides sustainable robustness beamforming for MVDR beamformer.  The obtained 
result was shown in Figure 8. 

Table 1 presents the receives SNR between the MA signals, the processed signal by tMVbe 
and ausv. 

Table 1 
The signal-to-noise ratio SNR (dB) 

Methos Estimation Microphone array signals tMVbe ausv 

NIST SNR 9.2 15.4 26.2 
WADA SNR 7.2 16.1 28.3 

 

As a result, the obtained SNR increased from 10.8 (dB) to 12.2 (dB) in comparison with tMVbe. 
The speech distortion decreased to 5.2 (dB).  The updated steering vector allowed the high 
directional beampattern adaptively steered toward the sound source according to the rapidly 
changing of recording environment and ensured alleviation of the surroundings environment. 
The  appealing  property  of  the  suggested  method  is  tracking,  updating  and  changing 
immediately filter’s coefficients for extracting the desired target speaker. The experiment has 
presented the ability of the author’s method in reducing speech distortion, improving the MVDR 
beamformer’s performance in adverse environments. 

5. Conclusion 
In this contribution, the author proposed using a new method for computing exactly steering 
vector, which plays an important role in MVDR beamformer for forming a high directional 
beampattern towards the sound source while removing the background noise. The appealing 
property of the suggested method is overcome the heuristic drawback of MVDR beamformer is 
very sensitive with the direction of arrival of useful speech component, which often decreases 
the output signal’s quality. The numerical result has verified the advantages of the suggested 
technique for accurately calculating MVDR beamformer’s coefficients in complex environments 
to obtain the original speech component, reduce speech distortion to 5.2 (dB), increase the SNR 



from 10.8 (dB) to 12.2 (dB). In the future, the author will investigate the characteristics of diffuse 
noise field and the effects of reverberation in living room to further enhance the above method. 
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