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Abstract 

 
Data Mining is a research line that began in 1980 in order to find the knowledge that is 
hidden in the data that organizations are storing in a daily basis. This knowledge supports 
the decision-making processes in organizations. As a consequence companies of every kind 
have been developing data mining projects since the term appeared. However, there is no 
way to estimate this kind of projects. 

Although there are many references to Data Mining algorithms in the bibliography, not 
many authors have dealt the problem from Software Engineering point of view. 

CRISP-DM is a model process, from Software Engineering point of view, that appeared in 
2000. CRISP-DM is the first standard of Data Mining projects development. 

In the standard of software development model process, e.g. ISO 12207 and IEEE 1074, 
processes and tasks are proposed similar to those in CRISP-DM model. Nevertheless, in 
software development a lot of methods are described to estimate the costs of project 
development (SLIM, SEER-SEM, PRICE-S and COCOMO). These methods are not 
appropriate in the case of Data Mining projects because in Data Mining software 
development is not the first goal. 

Some methods have been proposed to estimate some phases of a Data Mining project but 
there is no method to estimate the global cost of a generic Data Mining project. As a 
consequence, in this paper we propose the cost driver of a parametric estimation method for 
Data Mining projects. 
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Introduction 

 

In the last few years, the volume of data stored by the companies has grown until unsuspected level at 
high speed. 

In that quantity of data we can discover hidden information impossible to detect by simple observation, 
however this hidden knowledge situated into data can be obtained with the help of data mining techniques 
[1], [2]. This is known as Knowledge Discovery in Databases (KDD). 

These two facts, the new big databases and the development of KDD, have been that more and more data 
mining projects has been developed by different organisations. 

However until the development of CRISP-DM a methodology to develop data mining projects not exists 
and only generic proposals over the phases of KDD were proposed. 



CRISP-DM is a model which not only define the phases for a data-mining project, but that define the 
processes to by carry out develop each one of them, with its own inputs and outputs. 
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Figure 1: Data Mining  phases [1] 

 

The CRISP-DM standard proposes a process model for data-mining systems development similar to the 
standards ISO 12207 [7] and IEEE 1074 [8]. 

These process models propose a project management phase into which ever exists a task to be completed 
that consists in the estimation of the effort and time that the project will consume. 

We could think that this estimation could be carried out apply different software cost estimation models 
like COCOMO II [9], SLIM [10], PRICE-S [11], or other. But at once we could find many difficulties 
when we try to apply them, because they are not design for other kind of projects. Projects whose 
products are software applications and not the generation of models with the knowledge extracted from 
the input data. 

Some proposals of data mining projects cost estimation models have been published in the literature [12], 
[13], [14], [15], but either are built only for a specific kind of data mining technique, or only deal with a 
certain project phase. 

The authors are working on the development of a new parametric mathematical model, Data Mining Cost 
Model (DMCOMO) that allows the cost estimation of an overall data mining project how a part of a 
research project on software metrics found by the Spanish ministry of science and technology. 

In this paper part of the results obtained in this research, specifically a list of cost drivers for data mining 
projects is presented. 

The next section discusses with some detail about some of the main proposal about data mining cost 
estimation models existing today. 

The third section presents the cost drivers selected for the DMCOMO, its description and classification.  

And finally, in the four section conclusions and future work are presented 

 

Data Mining estimation methods 

 

Current data mining projects estimation models are very specific and only deal with a certain project 
phase and once the project is in progress. 



In [17] a taxonomy of the different cost types for inductive learning is presented. Turney distinguish nine 
kinds of cost: 

� Cost of misclassification errors 

� Cost of test 

� Cost of teacher 

� Cost of intervention 

� Cost of unwanted achievements 

� Cost of computation 

� Cost of cases 

� Human-Computer Interaction Cost 

 

In [12], Domingos present a estimation model for data mining projects based on NPV (Net Present Value) 
[18]. That model can be used to go from the data mining model to its application in a real environment, 
but this estimation model only can be used with machine learning applications. 

Moreover, this model can be only applied in an advanced phase of the project, and at that point a large 
sum of the project resources has been wasted. For this reason it can't be used in an early project phase. 

In [13] an estimation method is proposed for classification problems. It is based on items misclassified 
and in the cost of the misclassification. 

In [14] an estimation method is proposed for predictive models. The method is based on a business model 
and on the predicted behaviour.  

In [15] a comparison of estimation algorithms based on the cost of misclassification is presented. 

In [16], data-mining are described from the micro-economic point of view. In this work, games theory is 
used to maximize the value of patterns extracted form data. 

So, we can concluded that we are using data-mining for 20 years, nowadays there is not an estimation 
method for data-mining projects. In this paper we propose the cost drivers for a parametric estimation 
method for generic data-mining projects. We call the method DMCOMO (Data Mining Cost Model). 

 

DMCOMO cost drivers 

 
Parametric mathematical cost estimation models use mathematical equations to obtain the value of a set 
of output dependent variables starting from the values given to another set of independent ones, and. The 
estimations with this kind of models usually have a two step process:  

1. To do a first approximation or estimation which depends on the value of a reduced set of parameters 
whose weight in the final result is considered greater than the rest and is not normally related to the 
features of the project but the product.  

2. Once finished this first step, the final result is determined using another set of variables that allow the 
estimation to be refined by introducing the specific characteristics of the application and 
development environment.  

Mainly four factors affect the accuracy of the estimations done with them: 

1. A precise definition of the equations to be used.  

2. Constant refining of the parameters used. This involves not only adding or removing them to reflect 
changes in technology but also a thorough understanding of those selected.  

3. An accurate calibration of the numerical values for each parameter rating levels [19].  

4. Wise selection of the rating level for each parameter used for the selected model in order to calculate 
the estimations for the specific project.  



Here we present the result of the research carried out to select the cost drivers that mush be used by a 
parametric mathematical cost estimation model for data mining projects. 

This selection has been done using a two round Delphi technique as was be used in [20] 

Taking into account the aspect of the project that describe, each cost driver has been classified in one of 
six groups: 

1. Data 

Group of cost drivers that take into account the data volume to handle in the data-mining project.  

Likewise it is taking into account the attribute dispersion, that is, the number of different values that 
can be taken by each one of the attributes. 

Also is considered the percentage of unknown o nude values in the data and if the data models are 
available to be consulted by the participants in the data mining projects. 

2. Models 

Group of cost drivers that take into account features related with the data-mining model that will be 
used to carry out the project. 

3. Platform 

These cost drivers introduce into the model the features of the platform used to develop the project. 

4. Tools 

The tool driver allows the consideration of the role that in the use of CASE tools have in the amount 
of effort spent in the project. 

5. Projects 

This group has four drivers that describe different aspects related with the organizational structure 
used to develop the project. Aspects like the development site or the number of departments implied. 

6. Staff 

These cost drivers introduce into the model the influence that personal aspects like continuity, 
aptitude, experience or knowledge will have in the project effort. 

 

Conclusions and Future Works 

 
In this paper we propose a set of cost drivers for data mining projects cost estimation and a classification 
of the same in six groups. 

These cost drivers has been selected by a consult to the experts with the help of a Delphi Tecnique and its 
main feature is that can be used by a parametric mathematical model to the overall data mining project 
cost estimation. 

Future work includes the develop of a mathematical equation that use these cost drivers to estimate the 
cost of the projects, the selection of the cost drivers input values and the study of the possible correlation 
between some cost drivers in order to group them. 
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