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Abstract

In this work a methodology is described to
generate a grammar from textual data. A
technique of incremental discovery of sequen-
tial patterns is presented to obtain produc-
tion rules simplified production rules, and
compacted with bioinformatics criteria that
make up a grammar that recognizes not only
the initial data set but also extended data.

1. Introduction

The growing quantity of documentary information
makes its analysis complex and tedious, so that au-
tomatic and intelligent methods for their processing
are needed. To understand, “what say the data” is
necessary to know the structure of the data language.
In order to this, in (López & Aguilar, 2002) a general
plan is defined that proposes a data mining method
on text, to discover the syntactic-semantic knowledge
of it. As part of all the proposed process a method is
presented to obtain the grammar from the sequential
patterns obtained in the text. This is the grammatical
inference (GI) of the language of the text.

In this work a novel data mining process is described
that combines hybrid techniques of association analy-
sis and classical sequentiation algorithms of genomics
to generate grammatical structures from a specific lan-
guage. Subsequently, these structures are converted to
context-free grammars. Initially the method applies to
context-free languages with the possibility of being ap-
plied to other languages: structured programming, the
language of the book of life expressed in the genome
and proteome and even the natural languages.

1.1. Problem of grammatical inference

Grammatical inference (GI) is transversal to a number
of fields including machine learning, formal languages
theory, syntactic and structured pattern recognition,
computational biology, speech recognition, etc. (de la
Higuera, 2004).

Problem of GI is the learning of a language descrip-
tion from language data. The problem of context-
free languages inference involves practical and theo-
retical questions. Practical aspects includes pattern
and speech recognition; an approach of pattern recog-
nition is the context-free grammatical (CFG) inference
that built a set of patterns (Fu, 1974); another ap-
proach search the ability to infer CFGs from natural
that would enable a speech recognizer to modify its
internal grammar on the fly, thus allowing it to adjust
to individual speakers (Horning, 1969). Theoretical
aspects have importance as for the serious limitations
of context-free languages (Lee, 1996) and, actually, to
construct feasible algorithms of learning that imitate
the model of the human language (this last point, can
be problematic, but was one of the principal motiva-
tions for the early work in grammar inference (Horn-
ing, 1969)).

1.2. Language learning

The learning of a language also has to do with its iden-
tification. In the literature of the grammar inference,
the attention focuses on the identification in the limit,
this way, in each time t the machine that learns re-
ceives a information unit it on a language and output
a hypothesis H(i1, ..., it); the learning algorithm is suc-
cessful if after a finite amount of time, all its guesses
are the same and are all a correct description in the
language of the question. Another learning criteria
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is the exact identification using queries in polynomial
time, in this framework, the learning machine have ac-
cess to the oracles that can answer questions, and must
halt in polynomial time with a correct description of
the language (Lee, 1996).

In the last 20 years, the inherent complexity present
in the problem of grammatical inference, made unsuc-
cesfull all the approaches (Miclet, 1986). The paper
detailed in (de la Higuera, 2002) states that actually
the algorithms with mathematical properties obtain
better results than the algorithms with heuristic prop-
erties, but is when finite automata are used or, on
the other hand, when algorithms of GIC learning are
constructed, also it emphasizes that for the heuristic
approach common “benchmark” does not exist and is
then more difficult to compare and to evaluate the
effectiveness of these methods. With the mentioned
thing previously, our proposal has a data set available
with which it is validated and we are open to other
comparisons to improve or to ratify our work.

2. Techniques for the association
analysis

Association analysis involves techniques that are dif-
ferent in its operations but all of them search relations
among the attributes of a data set. Some techniques
are:

• Association rules

• Discovery of sequential patterns, and

• Discovery of associations

2.1. Association rules

The association rules (AR) describe the relations of
certain attributes with regard to others attributes in a
database (DB). These rules identify cause-effect impli-
cations between the different attributes of the DB. For
example, in the registers of products purchases, what
article of purchase is identified as related to another;
for instance: “the 80% of the people that buys diapers
for baby, also buys talcum”.

A rule have the form “if X then Y ” or X ⇒ Y . X
is called antecedent of the rule (in the example, “buys
diapers”); Y is called consequent of the rule (in the
example, “buys talcum”).

The generation of the rule is supported by statistical
and probabilistic aspects such as the support factor
(fs), confidence factor (fc) and the expected confi-
dence factor (fe) defined as: fs = nr times rule

nr total registers ,
fc = nr times rule

nr times X and fe = nr times Y
nro total registers .

Table 1. Data set for association rules.

A B C D E F

2 2 6 0 1 0.2
2 2 5 0 1 0.2
2 2 6 1 1 0.2
3 2 7 1 0 0.8
2 3 8 1 0 0.8
3 3 8 1 0 0.8
3 3 7 1 0 0.8

The minimum value of the support factor for the rules
should be greater than a given threshold. If the confi-
dence factor is greater than 0.5, then the rule appears,
at least, in half the number of instances that means
that the rule has certain sense. The difference between
the support factor and the expected confidence factor
should be minimum to assure the effectiveness of the
rule.

For example, we consider the data of the table 1, a
rule obtained is: A = 2 ⇒ B = 2 with fs = 0.43,
fc = 0.75 and fe = 0.57, means that the 75% of items
whit A = 2 imply B = 2, besides in the 43% of all
items complies that rule and B = 2 complies in the
57% of all items.

2.2. Discovery of associations

Similarly to the AR, the discovery of associations (DA)
tries to find implications between different couples
attribute-value so that the appearance of these deter-
mine a present association in a good quantity of the
registers of the DB. To discover associations the fol-
lowing steps are carried out:

1. Associate an identifier to each transaction

2. Order sequentially the transactions according to
its identifier

3. Count the occurrences of the articles creating a
vector where each article is counted. The elements
where the account is below of a “threshold”, are
eliminated

4. Combine in a matrix the transactions attribute-
value and carry out the count of occurrences elim-
inating those elements that do not surpass the
threshold

5. Repeat successively the steps 3 and 4 until no
more transaction combinations are possible
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Whit the data of the table 1, whit threshold = 2, the
technique is applied as is observed in the figure 1 and
the following associations are generated:

1. A2 ⇒ B2 ⇒ E1 ⇒ F0.2

2. A3 ⇒ D1 ⇒ E0 ⇒ F0.8

3. B3 ⇒ D1 ⇒ E0 ⇒ F0.8

The association 1 means: if the value of A and B is
2 and the value of E is 1 and the value of F is 0.2,
then the registers with those characteristics can belong
to a class. The other associations show the possible
characteristics of the registers to belong to another
class or behavior.

A2
B2
C6

D0
E1
F0.2
A3
B3
C5

D1
E0
F0.8
C7
C8

ID
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Figure 1. Discovery of associations in data of the table 1.

2.3. Discovery of sequential patterns

Discovery of sequential patterns (DSP) is very similar
to the AR but search for patterns between transac-
tions so that the presence of a set of items precede
another set of items in a DB during a period of time.
For example, if the data correspond to registers of arti-
cles purchased by clients, a description of what articles
buys frequently a client can be obtained, and above all,
which is the sequence of its purchase. Thus, the next
time, the profile of the client would be known, and it
will be able to predict the sequence of its purchase.
This criteria can apply to another data control, for ex-
ample, in the Bioinformatics context, when the data
to treat correspond to the chain of nucleotides of the
genome and sequences are discovered as the patterns
that codify genes conform some protein (Fayyad et al.,
1996) (Aguilar, 2003).

DSP have the following operation:

1. Identify the time related attribute

2. Considering the period of time when the sequen-

tial patterns are to be discovered, create an array
ordered by the identifier of the transtaction

3. Create another array linking the articles of pur-
chase of each client

4. According to the “support percent”, infer the se-
quential patterns

The discovered patterns show instances of articles that
appear in consecutive form in the data as is appreci-
ated in the example of the figure 2.

3. Grammars, languages and
bioinformatics

3.1. Context-free grammar

A grammar G is defined like G = (N , T ,P,S), where
N is the set of non terminals symbols, T is the set of
terminals symbols or syntactic categories, P is the set
of production rules and S is the initial symbol. The
language of a grammar L(G) is the set of all terminal
strings w that have derivations from the initial symbol.
This is: L(G) = {w is in T ∗ | S ⇒∗ w}
A Context-Free Grammar (CFG) has production rules
like A → α where A ∈ N and α ∈ (N ∪T )∗. The sub-
stitution of A by α is carried out independently of the
place in which appear A (Louden, 1997). The ma-
jority of the programming languages are generated by
grammars of this type (enlarged with some contextual
elements necessary for the language semantics)

3.2. Grammars and bioinformatics

Bioinformatics employs computational and data
processing technologies to develop methods, strategies
and programs that permit to handle, order and study
the immense quantity of biological data that have been
generated and are currently generated. For example,
for the human genome (HG), the bioinformatics seeks
to find meaning to the language of the more than
37.000 million peers A, C, T and G that have been
compiled and stored in the “book of life”.

They offer us the opportunity to understand the gigan-
tic DB that contain the details of the circumstances of
time and place in which the genes are activated, the
conformation of the proteins that specify, the form
in which they influence some proteins on others and
the role that such influences can play in the diseases.
Besides, what are the relations of the HG with the
genomes of the model organisms, like the fly of the
fruit, the mice and the bacteria? Will it be able to
discover sequential patterns that show how are related
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Martín
Ramos

Client              Products

Combination of transactions
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(beer) (brandy)
(juice, cake) (beer) (wine, water, cider)

(beer) (wine, cider) (brandy)

López, Ramos

Martín, Ramos

Clients              Sequential patterns  with support >40%

According to the number of the purchases
of articles, we can detect the sequence of

purchase of the clients

(beer) (brandy)

(beer) (wine, cider)

Date Hour Product Date, hour Product

Figure 2. Discovery of sequential patterns in registers of products purchases (elaborated according to (Cabena et al.,
1998)).

between itself the fragments of information? and will
it be able to conform a grammatical structure that
show the interpretation of the resultant set? If we are
able to infer that structure for this type of language we
will contribute to understand the real function of the
structure of the DNA and we will understand slightly
more than the questions presented.

One of the applications of the bioinformatics is the far-
macology, offering reviving solutions to the old model
for the creation of new medicines. It is worth to
note that, one of the more elementary bioinformatics
operations consists of the search of resemblances be-
tween a fragment of DNA recently arranged and the
already available segments of diverse organisms (re-
member and associate this with the DSP). The find-
ing of approximate alignments permits to predict the
type of protein that will specify such sequence. This
not only provides trails on pharmacological designs in
the initial phases of the development of medicines, but
suppresses some that will constitute un resolving “puz-
zles”. A popular series of programs to compare se-
quences of DNA is BLAST (Basic Local Alignment
Search Tool) (Altschul et al., 1990) (Altschul et al.,
1997) whose mechanism of comparison applied in the
development of the new medicine is shown in the plan
of the figure 3.

4. Data mining procedure for the
grammatical inference

The idea considers the experiences acquired (Aguilar,
2003), the literature and the existing theories (Mitra &
Acharya, 2003) (Louden, 1997) (Moreno, 1998), carry-
ing out the prosecution on data that are not structured
in relations or tables with differentiated attributes but
those are codified as a finite succession of sentences.

The data mining procedure has the following phases:

• Language generation by means of an context-free
grammar. This language will be the source of data

• Codification of the strings of the language regard-
ing its syntactic categories

• Dispensing with the initial grammar, discovery of
sequential patterns on the codified language. This
discovery, called “incremental”, is a combination
of the operation of the DSP and of the operation
of the search of identical sequences. With this,
patterns of sequences will be found that then will
be replaced by an identifier symbol

• Replace the discovered sequences by their iden-
tifiers. With the previous thing the identifier is
stored and the sequence as a production rule
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Q (large arm) p (short arm)

1 To separate some human DNA sequence

. . . G A G A A C T G T T T A G A T G C A A A A T C C A C A A G T . . .

2 To translate the sequence in amino acid sequences

. . . E N C L D A K S T S . . .

3 To search the similar sequences in the protein DB of model

organisms (the ellipses areas represent significant differences; the
rectangular areas, small differences)

GEN  MLH1
(in the band 21.3)

Human

Fly of the fruit

Nematode

Yeast

Bacteria

4 Human model protein based on other

organism model proteins
(the sequence is in dark area)

Human chromosome 3

5 The discovery

of a substance
that could join to

the protein
(POSSIBLE
MEDICINE )

. . .  E   N   S   L   D   A   G   A   T   R  . . .

. . .  E   N   S   I    D   A   N   A   T   M  . . .

. . .  E   N   S   L   D   A   G   A   T   E  . . .

. . .  E   N   S   L   D   A   Q   S   T   H  . . .

. . .  E   N   C   L   D   A   K   S   T   S  . . .

Figure 3. Utilization of the bioinformatics in the farmacology (elaborated according to (Howard, 2004)).

• Repeat the two previous steps until all the sen-
tences of the language are replaced by identifiers

4.1. Language generation

We consider the CFG Gæ proposed in (Louden, 1997)
about the generation of arithmetic expressions
Gæ = (N , T ,P,S) where N = {Exp, Num, Dig, Op},
T = {0, 1,+, ∗},
P : Exp → Exp Op Exp | (Exp) | Num

Num → Dig+

Dig → 0 | 1

Op → + | *

and S =Exp.

We can modify the formalism of this CFG of the fol-
lowing form:

Gæ = (N , T ,P,S) where N = {E, d, b, o, a, c}, T =
{0, 1,+, ∗, (, )},
P : E → E o E | a E c | n

d → b+

b → 0 | 1

o → + | *

a → (

c → )

and S =E, what does not change in essence the char-
acter of the original grammar.

With the previous criteria, a sample of the language
generated by Gæ can be seen in the figure 4, point (i).
It is noted that each line corresponds to a sentence
accepted by the grammar.

4.2. Language codification

Considering the language that is generated with Gæ,
all the symbols of T can be codified with the symbols
of N , only for this particular case the symbols to be
used are {b, o , a, c} as syntactic categories. See the
figure 4, point (ii).
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1 + 1
0 1 + 1 1
1 + 1 1 * 1 0 * 1 0 1 + 0
. . .
( 1 + 0 )
. . .
( 1 + 1 0 ) * 0 1
. . .
1 0 1 + 0 0 1 * ( 1 + 0 )
. . .

i) Sentences of the language

b o b
b b o b b
b o b b o b b o b b b o b
. . .
a b o b c
. . .
a b o b b c o b b
. . .
b b b o b b b o a b o b c
. . .

ii) Code of the sentences

Each row of the
language is a sentence

Figure 4. Language of arithmetic expressions on which its
grammar is inferred.

4.3. Incremental discovery of sequential
patterns and associations

The hybrid discovery of sequential patterns applied
to codified languages seeks key subsequences in the
sentences of the language. Each subsequence q has a
length wq that indicates the number of symbols that
possesses. In this particular case 1 ≤ wq ≤ 5 and Q is
defined as a string of length wQ. By convention, in the
codified language many sentences exist that conform
the population of the language. The idea consists of
finding subsequences, to identify them with a symbol
and to replace with that symbol the appearances of
the subsequences in the sentences of the population,
all the previous procedure of repetitive form until each
sentence is identify by a single symbol.

The detailed steps are:

1. For all the sentences, While wQ > 1 do:

1.1. For wq = 1..5 do:
1.1.1. For all the sentences:

(a) Make q from then wq first symbols
of Q

(b) Compute the global scoring gq of q
defined as gq =

∑cant
i=1 pi

q,
where pq = wq∗nr apparitions of q in Q

wQ

is the scoring of q in Q
1.1.2. End For

1.2. End For
1.3. Selecting the subsequence q∗ of greater

global scoring
1.4. If q∗ has one symbol, then replacing all the

consecutive appearances of that symbol by
itself. Thus the production rule is created
α → α+ (in this particular case, this are re-
placed all the bb by d, to see figure 5)

1.5. If q∗ has more than one symbol, then re-
place all the appearances of q∗ in the sen-
tences Q creating the production rule A →
contained of(q∗). The symbol A is gener-
ated consecutively so that the following time
that another rule production is created, is
utilized B,C, ... and so on (to see figure 5)

2. Returning to step 1 noting that with 1.4 and 1.5
changes the size of the sentences of the population
of the language

With the previous procedure production rules are gen-
erated that recognize the sentences of the language.
The production rules number can be considerable so
that we apply a particular method of simplification of
grammar.

b o b
b b o b b
b o b b o b b o b b b o b
. . .
a b o b c
. . .
a b o b b c o b b
. . .
b b b o b b b o a b o b c
. . .

Language codification

d      b+

d o d
d o d
d o d o d o d o d
. . .
a d o d c
. . .
a d o d c o d
. . .
d o d o a d o d c
. . .

To replace of sequences

A      d o d

A
A
A o A o d
. . .
a A c
. . .
a A c o d
. . .
A o a A c
. . .

To rep. of seqs.

...

B      a A c

Figure 5. Hybrid discovery of sequential patterns for the
context-free languages.

5. Experiments

5.1. Rules similarity

Considering the language Læ of arithmetic expres-
sions1, we apply the hybrid algorithm of DSP and the
production rules of the figure 6 were obtained. With
the right hand of rules, that conform the sequential
patterns of the language, a substitution matrix is com-
puted that it is observed in figure 7, this matrix shows
the similarity values between terminal symbols. Sim-
ilarity among a pair of consecutive symbols is related
with the apparition frequency of the symbols in the
language (is a matrix like BLOSUM matrix (Henikoff
& Henikoff, 1992)). Subsequently, is possible to make
alignments among those sequences by compact them.

In the substitution matrix m(i, j) each row i and each
column j correspond with a non terminal symbol of
the production rules generated. The symbols are put

1The corpus can be observed in
http://www.geocities.com/ramirohp/corpusae.html
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 S       C G
 R       F o F o A
 Q       C F
 P       a a N c c
 O       C D
 N       a a F c c
 M       C A
 L        F o D
 K       C I
 J        d o F
 I         C E
 H       F o E
 G       C B
 F        a d c
 E       C d
 D       B o B
 C       A o
 B       a A c
 A       d o d

Rules generated Iteration 1

In the
rules,

replace
J by A

S       C G
R       F o F o A
Q      C F
P       a a N c c
O       C D
N       a a F c c
M       C A
L        F o D
K       C I
I         C E
H       F o E
G       C B
F       a d c
E       C d
D       B o B
C       A o
B       a A c
A       d o d | d o F

S       C G
R       B o B o A
Q      C B
P       a a N c c
O       C D
N       a a B c c
M       C A
L        B o D
K       C I
I         C E
H       B o E
G       C B
E       C d
D       B o B
C       A o
B       a A c | a d c
A       d o d | d o B

In the
rules,

replace
F by B

Iteration 2

Figure 6. Production rules generated and some iterations
in its simplification.

according its apparition frequency, this is, first d, af-
ter A,C, o and so on. For Læ themselves it gener-
ated 19 symbols A, B,..., S that join with the sym-
bols of the codification d, o, c and a they conform 23
non terminal symbols (in the bioinformatics context,
the symbols would correspond to the amino acids).
The values of the matrix denote the importance of the
alignment among the not terminal symbols; for exam-
ple, m(d, d) = 23 denotes a degree of high similarity
between both symbols; m(d,A) denotes a degree of
similarity of -1.

5.2. Rules simplification and compaction

With the right parts of the productions rules (where
the first rules generated have greater importance) we
search similar sequences to compact them.

The steps are:

• The sequence β that can be compacted with the
sequence α is activated with the similarity func-

tion f ; f(α, β) =




1 si

∑n

i=1
m(αi,βi)∑n

i=1
m(αi,αi)

> θ;

0 si e.o.c.
where n is the minimal length between the se-
quences α and β, θ is a threshold or similarity
factor with value 0.4 in this particular case

• The similar sequences are compacted and will be
derived by a single non terminal symbol. The re-
maining non terminal symbol should be replaced
for the previous one in all the right parts of the
rules

 23  -1  -2  -3  -4  -5  -6  -7 . . . -21 -22

 -1  22  -1  -2  -3  -4  -5  -6 . . . -20 -21

 -2  -1  21  -1  -2  -3  -4  -5 . . . -19 -20

 -3  -2  -1  20  -1  -2  -3  -4 . . . -18 -19

 -4  -3  -2  -1  19  -1  -2  -3 . . . -17 -18
 -5  -4  -3  -2  -1  18  -1  -2 . . . -16 -17

 -6  -5  -4  -3  -2  -1  17  -1 . . . -15 -16

 -7  -6  -5  -4  -3  -2  -1  16 . . . -14 -15

 ..  ..  ..  ..  ..  ..  ..  .. . . .  ..  ..

 ..  ..  ..  ..  ..  ..  ..  .. . . .  ..  ..

 ..  ..  ..  ..  ..  ..  ..  .. . . .  ..  ..

-21 -20 -19 -18 -17 -16 -15 -14 . . .   2  -1

-22 -21 -20 -19 -18 -17 -16 -15 . . .  -1   1

Substitution matrix
    d      A       C       o      E      B      F      D   .   .   .     P       R

 d
 A

 C
 o

 E
 B

 F
 D

  .
  .

  .

 P
 R

Figure 7. Substitution matrix for the rules generated.

• Repeat the previous steps until there are no sim-
ilar sequences

For example, for the language Læ the rules dod and
aAc are not similar since f(dod,aAc) = 0 since∑

m(dod,aAc)∑
m(dod,dod)

= −10−2−11
23+20+23 = −23

66 = −0.35 is not

greater than 0.40. Nevertheless, the rules dod and

doF are similar since,
∑

m(dod,doF)∑
m(dod,dod)

= 23+20−6
23+20+23 =

37
66 = 0.56. This way, the generated rules are simplify-
ing and compacting iteratively (figures 6 and 8) until
a grammar is built G′

æ = (N ′, T ′,P ′,S ′) where N ′ =
{S, R, E, D, B, A, d, b, o, a, c}, T ′ = {0, 1,+, ∗, (, )},
P ′ : S → R | E | D | B | A | d

R → DoA

E → Cd | CB | CE | CA | CD

D → BoB | BoE | BoD

C → Ao

B → aAc | adc

A → dod | doB

d → b+

b → 0 | 1

o → + | *

a → (

c → )

and S ′ =S.
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S       C G
R       D o A
P       a a N c c
O       C D
N       a a B c c
M       C A
K       C I
I         C E
G       C B
E       C d
D       B o B | B o E | B o D
C       A o
B       a A c | a d c
A       d o d | d o B

Iteration 3 and 4

R       D o A
N       a a B c c | a a N c c
E       C d | C A | C B | C E | C D
D       B o B | B o E | B o D
C       A o
B       a A c | a d c
A       d o d | d o B

Iteration 9

S       C G
R       D o A
P       a a N c c
O       C D
N       a a B c c
K       C I
I         C E
G       C B
E       C d | C A
D       B o B | B o E | B o D
C       A o
B       a A c | a d c
A       d o d | d o B

Iteration 5

R       D o A
P       a a N c c
O       C D
N       a a B c c
K       C G
G       C B | C E
E       C d | C A
D       B o B | B o E | B o D
C       A o
B       a A c | a d c
A       d o d | d o B

Iteration 6

Replace

M  by E

R       D o A
P       a a N c c
N       a a B c c
K      C G | C D
G      C B | C E
E       C d | C A
D       B o B | B o E | B o D
C       A o
B       a A c | a d c
A       d o d | d o B

Iteration 7 and 8

Replace
I by G

P  and N  are

similar to B

Figure 8. Simplification and compaction of the production rules generated.

6. Conclusions

In the experiments, a language Læ has been considered
generated by predetermined context-free grammar Gæ

and the syntactic categories b, o, a and c were known
beforehand; but later none of the properties of that
grammar were utilized to generate the set of produc-
tion rules that then conformed the grammar G′

æ. The
approach extends to processing of data that are be-
lieved to have a grammatical structure that could be
generated automatically. We could imagine to find
somewhat similar for the genome, for the proteome or
for the natural languages, the doubt is served.

References

Aguilar, R. (2003). Mineŕıa de datos. Fundamentos,
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y aprendizaje automático en el procesamiento del
lenguaje natural. Workshop de mineŕıa de datos
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Madrid: Editorial Śıntesis.


