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Abstract 
We present entrepreneurship as a new frontier for 
developing a computational science of creativity. 
Entrepreneurship often requires a large upfront 
investment, but customer feedback typically is 
delayed, and while the costs of failure can be 
considerable, the gains from success too can be 
significant. Given its importance, how can we help 
novice entrepreneurs learn about entrepreneurship? 
We analyze the role human coaches play in 
mentoring novice entrepreneurs by asking critical 
questions to help generate business models. We 
propose that virtual coaches may augment the 
learning of novice entrepreneurs. We describe a 
preliminary experiment in designing a virtual coach 
named Errol for learning about entrepreneurship. 
When a startup team creates an initial business 
model, Errol uses semantic and lexical analyses to 
ask questions about the model, leading to model 
revision. Our experiment indicates that creativity 
may emerge out of the interactions between the 
virtual coach and a startup team, and that this 
human-computer co-creativity may accelerate the 
process by which a novice entrepreneurs can learn 
to create intermediate-level business models. 

 

Keywords: Entrepreneurship, Human-Computer Co-
Creativity, Question Asking, Virtual Coaches. 

Introduction 

The field of computational creativity seeks to develop a 
computational science of creativity, including 
computational theories of creativity, techniques for 
realizing artificial creativity, and tools for supporting 
human creativity. It addresses creativity in a variety of 
domains such as the arts, design, literature, science, etc. 
Our first goal in this position paper is to introduce 
entrepreneurship as a new frontier for research on 
computational creativity. Entrepreneurship often 
requires a large upfront investment, the evaluation 
through customer feedback typically is delayed, the 
chances for success are low, and the costs of failure can 
be high. Yet, when an enterprise succeeds, it can make 
a difference in the world and the gains can be 
significant. 

Given the importance of entrepreneurship to the 
economy, the workforce, and the society, many  
 

 
 
academic institutions around the world are expanding 
educational programs in creating startups. Thus, our 
second goal in this article is to present a high-level 
information-processing account of teaching and 
learning about entrepreneurship in which experienced 
serial entrepreneurs act as coaches to novice 
entrepreneurs. For example, the US NSF’s Innovation 
Corps (I-Corps) (Huang-Saad, et al. 2017) runs 
educational programs for scientists and engineers to 
learn how to instigate such startups. In these programs, 
human coaches teach fundamentals of entrepreneurship 
such as customer discovery and business model 
generation. Much of the teaching uses the Socratic 
method in which the coaches ask critical questions to 
encourage reflection by the novice entrepreneurs. 
Based in part on the questions asked by coaches, novice 
entrepreneurs learn to build better business models and 
often make a pivot in their value propositions and 
customer segments. The creativity of the business 
models emerges out of these interactions between the 
coaches and the novice entrepreneurs.   

Third, we posit that virtual coaches may amplify 
the reach of human coaches and augment the learning 
of novice entrepreneurs. Serial entrepreneurs who are 
willing to act as coaches to novice entrepreneurs are not 
easy to find.  Further, human coaches often have biases. 
Given that the questions human coaches ask in early 
phases of business model generation tend to have well-
established patterns, a virtual coach may ask similar 
questions based on commonly accepted norms. This 
may help reduce bias while accelerating the process of 
learning to generate intermediate-level business 
models.  Virtual coaches have the added benefits that 
they can be used by anyone, anytime, anyplace. Thus, 
they can support learning how to create a startup on 
demand and at scale, and thereby help foster a culture 
of entrepreneurship. 

Finally, we briefly describe a preliminary 
experiment in developing a “proof-of-concept” virtual 
coach named Errol for teaching entrepreneurship. 
When a startup team creates an initial business model, 
Errol uses semantic and lexical analyses of the entries 
in the model to ask questions. This leads to reflection 
by the startup team, and results in iterative revision and 
refinement of the model. By attempting to categorize 
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and correct the errors that novices typically make, Errol 
seeks to accelerate the process by which a novice 
startup team can start creating intermediate-level 
business models. Errol is an experiment in realizing 
human-computer co-creativity in entrepreneurship with 
the creativity of the business models emerging out of its 
interactions with novice entrepreneurs. 

The Domain of Entrepreneurship 

There is broad consensus in research on computational 
creativity on several aspects of creativity. For example, 
creativity requires both a producer and a receiver; 
creative products are novel, useful and non-obvious; 
and creativity lies on a spectrum (e.g., Besold, 
Schorlemmer, and Smaill 2015; Boden 1990; Sternberg 
1999; Veale and Cardoso 2020). However, research on 
computational creativity continues to explore new 
domains of creativity that are often characterized by 
new dimensions of the creativity spectrum. For 
example, in early research on AI in design, Goel and 
Chandrasekaran (1991) viewed design as a case-based 
process. They described a spectrum of creativity that 
starts at one end with the solution to a new design 
problem being identical to that for a previous problem; 
moves to the solution to the new design problem 
differing from that of a previous problem only in the 
values of parameters of a component; then to the 
solution to the new design problem differing from that 
of a previous problem through the substitution of one 
component by another; next to the solution to the new 
problem differing from that of a previous problem 
through the addition or deletion of a component, and so 
on. In contrast, more recently Fitzgerald, Goel, and 
Thomaz (2017) have viewed robot creativity as a 
process of embodied analogical reasoning. They 
describe a different spectrum of creativity that starts on 
one end with the new task being identical to a task 
familiar to the robot; moves to the new task differing 
from the familiar task in the parameters of an object; 
then to the new task differing from the familiar task in 
the object themselves; next to the new task differing 
from the familiar task in the relationships among the 
objects, and so on. 

Characterization of creativity in literature and the 
arts typically requires consideration of additional 
dimensions (Candy and Edmonds 2002; Cohen 1995; 
Cope 2005; Pearce and Wiggins 2014; Perez y Perez 
and Sharples 2001; Veale 2012). Such additional 
dimensions may pertain to the problem definition 
because the problem may be ill-defined, and/or the 
evaluation criteria for the criteria for evaluation may be 
unknown in advance or difficult to operationalize.  The 
point here again is that each new domain of creativity 
appears to introduce new dimensions of the spectrum of 
creativity 

We posit entrepreneurship as a new frontier in 
creativity, one that offers new challenges both for 
building a computational theory of creativity and for 

developing interactive tools for supporting human 
creativity. As with creativity in general, creativity in 
entrepreneurship requires both a producer and a 
receiver, and the products of creativity are at least 
initially novel, useful, and non-obvious to the intended 
receiver. Further as with creativity in literature and the 
arts, problems in entrepreneurship are ill-defined and 
the evaluation criteria are unknown in advance or 
difficult to operationalize. 

In addition, creativity in entrepreneurship is 
defined by a large upfront financial investment and 
much delayed evaluation through customer feedback. 
Further, unlike many other creative domains, the 
chances of success in entrepreneurship typically are low 
and the economic costs of failure can be high. However, 
when an enterprise succeeds, it can make a real 
difference to the lives of the receivers and result in the 
significant financial gains to the producers as well as 
economic benefits to the community of producers and 
receivers as whole. These additional dimensions make 
entrepreneurship a unique and challenging domain 
because the margin for errors is very small - much 
smaller than in many other domains of creativity. 

Learning about Entrepreneurship 

Entrepreneurship is critical not only to employment, but 
also to the economy and the society of a country 
(Carland & Carland 2004). Thus, many institutions 
around the world are expanding and strengthening their 
educational programs in entrepreneurship (Kuratko 
2004) such as the CREATE-X program at Georgia Tech 
(Forest et al. 2021). We will use the I-Corps program 
for academic scientists and engineers as a case study to 
develop a high-level information-processing account of 
the teaching and the learning in entrepreneurship 
education. 

The I-Corps program focuses on startup creation 
by bringing the rigor of engineering science to 
entrepreneurship. Thus, the novice entrepreneurs are 
encouraged to think of entrepreneurship in terms of the 
scientific process: hypothesis generation, experiment 
design, data collection, hypothesis revision and 
refinement, and so on. A startup’s business model 
articulates and elaborates on its business hypotheses. In 
the I-Corps program, serial entrepreneurs act as human 
coaches to novice entrepreneurs, teaching fundamentals 
of entrepreneurship such as customer discovery and 
business model generation. Much of the teaching uses 
the Socratic method (Paul & Elder 2007) in which the 
coaches rarely give direct advice; instead, they ask 
critical questions to encourage reflection by the novice 
entrepreneurs. Based in part on the questions asked by 
coaches, novice entrepreneurs learn to build better 
business models and often revise their hypotheses by 
making a pivot in their value propositions and customer 
segments. The creativity of the business models 
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emerges out of the interactions between the coaches and 
the startup team. 

Business Model Canvas 

The I-Corps program uses Osterwalder & Pigneur’s 
(2010) Business Model Canvas (BMC) for articulating 
and elaborating a startup’s business hypotheses. A 
BMC is a modeling template that simplifies the 
description of a business into three major categories and 
nine sections within them: Desirability (Customer 
Segments, Value Propositions, Customer 
Relationships, Channels), Feasibility (Key Activities, 
Key Resources, Key Partners), and Viability (Cost 
Structure, Revenue Streams). Figure 1 provides a 
snapshot of an evolving business model. 

The BMC affords would-be entrepreneurs 
cognitive support for articulating, elaborating, sharing, 
and critiquing their hypotheses about the value their 
potential business adds to some market, the targeted 
customer segments, and several other components 
necessary to spawn their startups. Yet developing a 
good business model using a BMC also requires getting 
thorough and highly specialized feedback on what is 
good and what can be improved. Thus, I-Corps coaches 

provide iterative feedback on a startup’s BMC, with the 
simultaneous intent of enlightening the novice 
entrepreneur as well as enabling them to provide the 
right products and services to the right markets, thereby 
optimizing their potential for success. 

Human Coaching 

We have extensively consulted with some of the human 

coaches in the I-Corps program; indeed, the last author 

on this paper (KM) is a lead instructor in the program. 

We have also observed human coaching in the I-Corps 

program in practice; the first author (AG) has twice 

taken the program to learn about spawning startups. In 

addition, we have analyzed coaches’ interactions with 

novice entrepreneurs in the teaching of the I-Corps 

Puerto Rico cohort in 2018. Our analysis indicates that 

the coaches simultaneously are trying to understand the 

developing business model on a given BMC as a whole 

and determining what the various segments on the 

BMC are lacking in content, structure, and 

relationships. We found that coaches then formulated 

questions designed to help the novice entrepreneurs 

become aware of the relationships described on a BMC 

Figure 1: The business model canvas of a team that is creating a product for the continued 

education of healthcare professionals. The BMC is “complete” in the sense that all the fields are 

filled in, but the current iteration of Errol would concern itself with just the customer segments and 

value propositions (the entries with colored backgrounds). 
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into classes of errors to help the novice entrepreneurs 

become aware of the errors and encourage them to 

reflect on and seek to address the errors. 
While the I-Corps program may be considered a 

success as evidenced by its rapid expansion over the last 
decade (Huang-Saad et al. 2017), education in 
entrepreneurship in general faces several obstacles. The 
first problem is scaling up the teaching and learning in 
the I-Corps program to other formal and informal 
programs in entrepreneurship education. However, 
serial entrepreneurs who can act as human coaches and 
provide feedback on business models of novice 
entrepreneurs are not easy to find. Thus, scaling the 
teaching and learning in I-Corps to other 
entrepreneurship programs and startup incubators is 
difficult. Additionally, even within an educational 
program, on-demand access to human coaches is 
limited because of constraints on their available time. 
Thus, from the perspective of novice entrepreneurs, 
they do not have adequate access to human coaches 
who would give them critical feedback on their 
business models, affording faster improvements to their 
business modeling practices.  

Further, the teaching skills required to provide 
feedback that strictly adheres to the Socratic method of 
critical questioning without offering consultative 
advice is not very common among human coaches. 

Finally, human coaches have not only many of the 
typical cognitive biases, but also opinions based on 
their personal experiences with entrepreneurship. These 
opinions can make their feedback on a business model 
proposed by a startup team subjective, biased and 
skewed. 

Virtual Coaches 

We posit that virtual coaches may amplify the reach of 
human coaches and augment the learning of the novice 
entrepreneurs. The early stages of developing a 
business model follow a repetitive pattern of common 
errors by most novice entrepreneurs. Thus, human 
coaches give the same types of feedback to startup after 
startup, cohort after cohort. Given that the feedback in 
the early stages tends to have well-established patterns 
based on commonly accepted norms, a virtual coach 
may ask similar questions.  This may help reduce bias 
in the feedback while accelerating the process of 
learning to generate intermediate-level business 
models.  Once a novice startup team has progressed to 
an intermediate level of expertise, human coaches may 
take over from the virtual coach and help the team in 
reaching advanced levels of expertise. Virtual coaches 
have the added benefits that they can be used by 
anyone, anytime, anyplace. Thus, they can support 

Figure 2: The user interface to Errol. Since Errol currently addresses only value propositions and 

customer segments, other fields in the BMC have been left blank. The pencil icons allow users to 

edit entries while the x’s are for deletions. The colors, like [red], indicate an underlying 

relationship between customer segments and value propositions. In this example, all items tagged 

[red] are related to each other. 
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learning about entrepreneurship on demand and at 
scale.   

It is important to note that the virtual coach need 

not, indeed should not, precisely mimic a human coach; 

instead, the goal is to simulate the experience of a 

human coach reviewing a business model represented 

on a BMC and giving directed feedback by asking 

pointed questions, thereby providing guidance that 

novice learners of entrepreneurship may find useful in 

improving their business model. Instead of mimicking 

a (possibly biased) human coach, a virtual coach should 

try to address typical novice errors in business model 

generation.  

More broadly, a virtual coach should act like a 

“Sounding Board” (Schank & Cleary 1995) to the 

startup team. The key to addressing learning in an open-

ended problem such as design or entrepreneurship is to 

ask the right questions. The startup team likely will 

know more about the given problem than its coach. 

Thus, the startup team should maintain control and the 

virtual coach should only supply the team with 

questions that it believes are appropriate to pursue. The 

virtual coach might not know much about the problem 

at hand; all it will know are what types of questions are 

useful to ask and how to present the questions in a 

sensible order. A passive learner may choose to follow 

the path suggested by the virtual coach, but a more 

active learner may make a pivot based in part on the 

questioning, revise the business model, and thereby 

change the course of questioning. The creativity in the 

final business model will emerge from the interactions 

between the virtual coach and the startup team. 

Errol: Teaching by Asking Questions 

Errol is a preliminary, “proof-of-concept” virtual coach 

that captures a few of the essential characteristics of an 

idealized startup virtual coach. Errol focuses on giving 

feedback by asking questions a business model 

captured on a BMC, simulating the experience of 

receiving expert Socratic guidance to improve a 

business model. Errol takes as input the business model 

expressed on the BMC and generates questions as 

output that either ask the learner to clarify the contents 

of the business model or seek to address the errors 

common to novice entrepreneurs. By adhering strictly 

to providing feedback only in the Socratic method, 

Errol invites the startup team to reflect on its own 

reasoning and to deliberate on its hypotheses and the 

assumptions underlying them. 

While all nine elements of BMC are relevant to the 

model of the emerging business, the current version of 

Errol focuses on the Desirability aspect of the proposed 

startup, and expressly upon the two most important 

sections and the relationships between them: Value 

Propositions and Customer Segments. These two 

sections are the primary drivers that determine the 

Figure 3: A graphical representation of Errol’s processing. Errol extracts from the user’s business model value propositions, 

customer segments, and relationships between them, and provides them to both lexical and semantic processing. The semantic 

processing focuses on the nouns in each of entries, while the lexical processing goes straight to rules. 
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remainder of a business model. Customer Segments 

(CS) declare which customers will be served by the 

business while Value Propositions (VP) address what 

value the business will add to satisfy the needs of those 

Customer Segments. Figure 2 illustrates the user 

interface to Errol using BMC 709 as an example.  

Information Processing in Errol 

In this position paper, we describe the information 

processing in Errol only briefly; Goel et al. (2020) 

provides more details. Figure 3 illustrates the flow of 

information in Errol. The entries in the BMC on the left 

of the figure are read, tagged with parts of speech terms, 

and handed off to both a lexical analyzer and a semantic 

analyzer. Both analyzers generate questions separately 

and these questions are then combined and sent to the 

user to the right of Figure 3. 

ConceptNet as Errol’s Knowledge Base 

Errol uses ConceptNet as its knowledge base (Speer et. 

al. 2017). ConceptNet is an open-source knowledge 

base that contains information on many everyday terms 

and represents them as concepts that are related to other 

concepts. For example, one of the ways a person may 

describe a doctor is as “someone who works at a 

hospital”. ConceptNet encodes this information as 

doctor atLocation hospital, where atLocation is one of 

many relationships that may result from searching for 

doctor. Others include capableOf and usedFor, the 

latter of which says why you may go to a doctor. In 

addition to existing as a searchable web portal, 

ConceptNet also provides an API; Errol connects to 

ConceptNet through this API. 

The business model on the input BMC may refer to 

any of the concept-relation pairs in ConceptNet. Thus, 

we encoded each concept-relation pair in Errol as a 

question. These questions make up the “secret sauce” 

that makes Errol work. Errol takes each noun found in 

the original BMC and sends an API call to ConceptNet. 

The JSON that is returned gives us all the concept-

relation pairs with which we can generate a question. 

Natural Language Analysis 

Errol uses NLTK for preliminary processing of the 

input, namely the entries under VP and CS in the BMC 

(Bird et. al. 2009). In particular, Errol uses NLTK’s part 

of speech (POS) tagging component to determine the 

appropriate parts of speech for the code to use. In order 

to determine what questions to ask, Errol performs 

lexical and semantic analysis upon its input, as 

illustrated in Figure 3. 

 

 Lexical Analysis 
Errol’s lexical analysis begins with a JSON object from 

the frontend that defines all the inputs and connections 

between BMC entries. These inputs are then tagged 

with a part-of-speech tag by NLTK’s POS tagger, and 

each rule in the code goes through the inputs and tags 

to determine whether certain questions need to be asked 

of the user. If a question needs to be asked, it is added 

Table 1: Questions generated for BMC 709. 
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to a master JSON, which is what gets sent to the 

semantic analysis process. 
The lexical system has a list of questions that were 

manually written and associated with specific triggers. 

In order to try and make the dialogue between the user 

and Errol seem a little more natural, each trigger had 

several questions associated with it, where each 

question asked the same thing but in several different 

ways. This way, the user would not necessarily get back  

the same exact question on every iteration, but the 

questions would revolve around the same topic from 

iteration to iteration if necessary. 

Semantic Analysis 
The semantic analysis process is similar to the lexical 

analysis process. NLTK’s POS tagger is again used to 

tag the given inputs, but here, the nouns in particular are 

what are considered. For each noun, a query to 

ConceptNet is made and each of the relations that 

ConceptNet has on the noun are used to generate 

templated questions with the appropriate values 

plugged in. For example, if counselor is used as a 

search term to ConceptNet, then example relations 

would be typeOf and capableOf. Duplicate questions 

are pruned out and the master JSON is updated before 

questions are returned to the user. 

Preliminary Results 

Table 1 provides an example of the questions generated 

by Errol for the business model illustrated by BMC 709 

in Figure 2. Errol’s questions in Table 1 are organized 

by the CS and VP inputs that led to those questions. 

Goel et al. (2020) provides the results of running Errol 

on several business models. 
For BMC 709 shown in Figure 2, we compared the 

questions Errol asked of the startup team with questions 

that human coaches had asked at the I-Corps cohort in 

Puerto Rico in 2018. Human coaches tend to ask in-

depth and thought-provoking questions that induce 

reflection. They also challenge the ideas behind 

business models, whether it is the usefulness of what is 

written on the BMC as it relates to the business model, 

underlying assumptions and motivations, word choice, 

or even quantifiers. To facilitate being able to ask these 

kinds of questions, they ask for more detail, but only 

where things are too vague to understand what the 

intentions and goals of the startup team are. The main 

unifying theme is that the questions of human coaches 

are all backed by a strong understanding of the concept 

of business. While Errol has the same underlying aim 

as human coaches, its current iteration approaches the 

teaching challenge from a very different direction, 

particularly when it comes to the output of the semantic 

analysis. Unlike how human coaches try to encourage 

cutting back on things to highlight the more crucial 

parts of a business model, Errol’s semantic analysis 

emphasizes questions that prompts the user to expand 

on ideas. The questions it asks are also more hollow 

“templated” questions that address the basic “who”, 

“what”, “where”, “when”, and “how” questions, but 

they do not really reflect any deep understanding of the 

BMC as a whole. We note that Errol may even output 

contradictory questions for the same BMC. Finally, the 

questions generated by lexical analysis are more similar 

to expert reviewer questions compared to those 

generated by semantic analysis. 

Related Work 

Insofar as we know, Errol is the first virtual coach that 

operates as a Socratic question-asking agent in the 

domain of entrepreneurship. Here, we briefly situate 

this work in research on four related topics: 

computational creativity, knowledge-based AI, 

intelligent tutoring systems, and question asking. In 

regard to computational creativity, the open-ended 

domain of entrepreneurship is similar to some respects 

to that of design:  the problem in both cases is ill-

defined, the evaluation criteria are difficult to 

operationalize, and the evaluation is delayed. Thus, in 

both design and entrepreneurship, the problem and the 

solution co-evolve: the problem specification gets 

revised as the solution takes form. The creative domains 

of entrepreneurship and design are similar in another 

respect: both engage the generation of models, business 

models in entrepreneurship and product models in 

design (Goel 2013). The major differences between 

them are that entrepreneurship requires a large 

investment upfront, the chances of success are low, and 

the cost of failure can be high. Thus, the margin for 

error is small. 

In reference to knowledge-based AI, Errol makes 

extensive use of ConceptNet (Speer, Chin and Havasi 

2017) that grew out of long-standing efforts to capture 

commonsense knowledge for interactive applications 

(Minsky 2004; Lieberman et al. 2004). It is designed to 

represent general knowledge involved in understanding 

language and it allows applications to better understand 

the meanings behind words. The knowledge graph 

consists of nodes that represent phrases and weighted 

edges that represent relations between two nodes. 

Entries in the knowledge graph include pointers to/from 

many external knowledge bases such as OpenCyc and 

WordNet. ConceptNet helps Errol understand a 

learner’s input as it represents the relationships between 

the phrases. It can also allow Errol to advise on future 

directions by traversing other edges in the knowledge 

graph the student might not have explored. 

Errol also represents AI research on education as 

well and can be viewed as an intelligent tutoring 

system. Graesser, Conley & Olney (2012) and VanLehn 

(2011) present two overviews of research on AI in 
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education in general and intelligent tutoring systems in 

particular. However, unlike many intelligent tutoring 

systems that address well-defined closed-world 

problems with a single correct answer, Errol addresses 

an ill-defined, open-ended problem with no single 

correct answer known in advance. Further, while most 

tutoring systems support teacher-guided pedagogy in 

K-12 education, Errol is intended to support self-

directed andragogy for life-long learning. 

Question asking is receiving increasing attention in 

the literature on AI in education, knowledge-based AI, 

and computational creativity. (Kurdi et al. 2020) 

provide a recent review of automatic question 

generation, while Liu, Calvo & Rus (2014) describe the 

use of question asking to support critical thinking. 

Kearsley (1976) and Nielson et al.  

(2008) provide an early and a recent taxonomy of 

questions, respectively. Graessar’s (2016) reflections 

on his AutoTutor project suggest that what questions an 

AI agent asks is more important than how it asks them; 

Errol takes a similar stance. In regard to question asking 

in computational creativity, our work is closest to that 

on RoboChair (Pollack et al. 2015), which uses 

templates to ask questions of scientific paper 

presentations by mimicking a human chair of a 

scientific conference. 

In some ways, Errol may be considered as the 

opposite of Jill Watson (Goel and Polepeddi 2018), the 

first virtual teaching assistant. Jill answers learner’s 

questions; Errol asks questions of learners. Jill replies 

to very specific questions with precise answers; Errol 

asks questions in response to ill-defined, vague, and 

evolving business models on a BMC. Indeed, Errol is 

more akin to the virtual research assistant VERA (An et 

al. 2020) than Jill Watson. VERA is an interactive open 

learning environment for inquiry-based modeling; it 

helps a learner construct conceptual models of natural 

phenomena, evaluate the models by simulation, and 

revise the conceptual and simulation models as needed. 

In VERA, a learner learns by doing and by reflection. 

Errol too is an interactive open learning environment 

for inquiry-based research, and it too helps a learner by 

doing and by reflection. 

 

Discussion 
Errol has several limitations compared to human 

coaches as indicated in the subsection on “Comparison 

of Errol’s Question Asking with Human Coaches”. 

Here, we present a brief critique of three aspects of 

Errol’s information processing that also indicate 

directions for further work in the near future: the heavy 

reliance on NLTK's POS tagging component, the 

semantic analyzer’s focus on nouns, and the lack of 

truly iterative question generation. 

Errol's current architecture relies heavily upon the 

POS tagging component from the NLTK library. The 

lexical analyzer parses through the POS tags to return 

questions that the learner would need to reflect on to 

modify their entries in BMCs. Hence, the accuracy of 

the questions returned from lexical analysis is heavily 

correlated to the accuracy of the POS tags. The 

semantic analyzer also uses the subjects and nouns from 

the POS tags to query ConceptNet and search relevant 

terms and relationships. Given that many novice 

entrepreneurs do not write grammatically correct 

phrases or sentences, accuracy of the POS tags may be 

called into doubt. Improving the accuracy of the POS 

tags can be difficult as NLTK is an external library. 

Thus, a useful future action would be to develop a 

method of accurately parsing BMCs that contain 

grammatically incorrect phrases. 

While it has been advantageous for the semantic 

analyzer to focus initially on nouns, a truly robust 

question generation system needs to be able to 

understand every input statement in its entirety. The 

focus on nouns allowed for the rapid development of 

initial algorithms for question generation. Yet, other 

parts of speech can influence what questions should be 

asked. For example, there may be a difference between 

asking questions about “small profit margins” versus 

“large profit margins”. Thus, future iterations of Errol 

should incorporate techniques like verb and adjective 

recognition to enhance the set of questions that are 

produced and asked of the learner. 

Truly iterative question generation may be 

characterized as a technique where a prior set of 

questions that Errol asks has influence upon a 

subsequent set of questions. In an iterative system of 

collaborative argumentative dialogue, if Errol 

determines that it should pose the same question several 

times, it likely needs the ability to choose prioritizing 

that question the next time or to ask fewer questions in 

total to make that one question stand out. The lack of 

calling attention to a particularly significant question 

makes it difficult for the user to see if they are making 

progress. A future version of Errol will need to address 

this shortcoming. 

 

Conclusions 
On the spectrum of creativity, entrepreneurship can be 

thought of as a new frontier. As entrepreneurship 

continues to grow in its allure, so too does the desire to 

learn how to design business models and the need for 

expert coaching of such designs. We see within this the 

need for virtual coaches to augment the coaching 

process. In this paper, we presented Errol as a 

preliminary startup virtual coach that seeks to simulate 

the experience of receiving feedback from an expert 

human coach.  Would-be entrepreneurs tend to make 

the same kinds of mistakes in the various stages of 
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developing their business models. Human coaches ask 

questions in the Socratic fashion to help the learners 

reflect on their mistakes and improve the business 

models. Errol similarly makes use of typical errors in 

developing business models to ask questions about a 

given business model and to help the learner learn by 

reflection on the feedback. Errol uses both lexical and 

semantic analysis to generate relevant questions, and in 

doing so, acts like a sounding board for the would-be 

entrepreneur. We intend to introduce Errol in a class on 

entrepreneurship and to assess the students’ use of the 

virtual coach. 
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