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Abstract. The management of data is crucial in today’s organizations,
making it necessary to specify exactly how data is created, accessed, and
manipulated during business process enactment. Given the importance
of data, it comes as a surprise that approaches like BPMN only provide
limited support for modeling data and how it is read and written. In
particular, they cannot represent multiple data objects of the same type,
and they lack concise semantics for multi-instance data objects. Behind
this background, this paper proposes an extension to BPMN process
models by introducing variable identifiers to distinguish individual data
objects of the same class in a given process. The behavior is detailed using
translational semantics to Colored Petri nets, and a set of verification
mechanisms is presented that allow for a more precise analysis of data
objects in business processes.

Keywords: BPMN - Data in Processes - Translational Semantics - Col-
ored Petri Nets - Variables.

1 Introduction

Helping organizations to maintain an overview of the complex processes driv-
ing their value creation is an important aspect of business process management.
For that purpose, a variety of methodologies is provided to support the entire
lifecycle of business processes, from design and analysis to configuration, enact-
ment, and evaluation [33]. While control flow has been the main focus of process
modeling languages, recent endeavors emphasize data objects that are manip-
ulated through process activities. This can also be seen in object-centricity as
a novel paradigm [1,3,15], in which business processes are considered from the
perspective of data objects rather than process instances.

In industry and academia, BPMN process diagrams [24] are a widely used
activity-centric modeling language [12]. However, its support for data is lim-
ited [23]. While version 2.0 introduced concepts to approach that deficiency,
capturing the processing of multiple objects of the same class in a single pro-
cess is not well-supported. The current specification also does not allow for the
unique identification of two objects of the same class in the same process. For
example, one might want to single out the best paper and the runner-up from
the list of accepted papers at a conference. Unfortunately, BPMN does not al-
low us to independently refer to two data objects of class ‘paper’ in one process
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instance. Additionally, concise semantics that allow for verification and precise
enactment only have been introduced for control flow [8,10] and simple types
of data interactions [5,27,28|. Complex constructs involving lists of data objects
and the unique identification of different objects of the same class, on the other
hand, have not been addressed sufficiently.

To approach these issues, we propose a simple, but very relevant extension to
BPMN to include variable identifiers for data objects. Therewith, different ob-
jects of the same class can be defined and individually accessed in a given process
instance. The extension is underpinned with a concise execution semantics, and
verification properties to detect potentially erroneous behavior are discussed.

This paper is structured as follows: Section 2 introduces foundational knowl-
edge on BPMN and Colored Petri nets, based on which Section 3 motivates the
paper’s contribution. In Section 4 we then informally describe the proposed ex-
tension to BPMN before Section 5 formally specifies the behavior using Colored
Petri nets as formalism. Afterward, we show how the formalism can be used for
verification and compliance checking in Section 6. Section 7 provides an overview
of other works in the field, followed by Section 8 discussing the results of this
work and Section 9 outlining future research opportunities and concluding the

paper.

2 Foundations

This section presents the key concepts our approach utilizes. We provide an
overview of BPMN’s data representation capabilities and introduce Colored Petri
nets.

2.1 Data in BPMN

BPMN provides a widely used standardized modeling language for business pro-
cesses with an emphasis on control flow [24]. Activities, i.e., units of work per-
formed in the context of the process, and events, i.e., instantaneous, process-
relevant occurrences, can be ordered using control flow structures such as gate-
ways which allow the representation of decisions and concurrency. To address
the increasing significance of data in processes, version 2.0 of the standard in-
troduced concepts to describe relevant data and its interaction with the control
flow. Data object nodes (document shapes in Fig. 1) visualize the interaction of
activities and events with certain types of data. Specifically, each node speci-
fies a data class and a state denoted in square brackets. Data classes define the
structure of the objects belonging to them, while data states induce conditions
on the expected data an object contains. BPMN does not provide a notation to
define either data classes or data states in more detail.

The availability of data objects can be a precondition for activity instances’
enablement which is indicated by a read operation, i.e., a data object node
having an arc toward the activity. Otherwise, if the arc points toward the data
object node, a write operation is performed. Two kinds of write operations must
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be distinguished. If an object is written without being read, this constitutes the
creation of a new object. If an object of the same class is also read by the activity,
that object is updated to the state specified in the outgoing data object node. For
example, activity ‘Review paper’ in a BPMN process diagram in Fig. 1 requires
a ‘Paper’ in state ‘submitted’ for enablement. After terminating, the activity
writes that object in state ‘reviewed’.
According to the BPMN specification,
a data object node always refers to the
same data object per process instance [24,
p. 206]. Therewith, blind writes as known from
database terminology may occur. Given an ac-
tivity creating a new object. If an object of
the same class has previously been created,
the existing object’s content will be blindly
overwritten because we cannot distinguish the
objects on a model level. To reference a list
of data objects of the same class in the same
state, but not the objects within that list in- Fig. 1. Data object read and writ-
dividually, a data object node may be anno- ten by an activity
tated with the multi-instance marker Ill. In
that case, all objects in the specified state are accessed. If such an object list is
read by an activity, it must contain at least one object to enable the activity.
For BPMN activities, a set of markers exists to indicate that multiple in-
stances will be executed sequentially (= or O) or concurrently (II1). For the loop
marker, the number of instances can be specified using text annotations. For the
others, a data object list node in the precondition specifies that the activity will
be executed once for each element in that list. If there is no data precondition,
the number of instances is undefined.

Paper
[submitted]

Paper

[reviewed]

2.2 Colored Petri Nets

Petri nets [26] are a formal modeling language initially introduced to describe
concurrent behavior. They are bipartite graphs consisting of transitions and
places connected by arcs. The state of a net is represented by the distribution
of tokens over all its places, called a marking. State changes occur upon the
execution of a transition. A transition can fire, if all places in its preset, i.e., the
set of places with an arc toward that transition, hold at least one token. Upon
execution, a token is consumed from every place in its preset, and a token is
produced in every place of its postset, i.e., the set of places with an arc from the
transition toward them.

Colored Petri nets (CPNs) are an extension of traditional Petri nets intro-
ducing colorsets, i.e., data types, for tokens [18]|. Therewith, tokens can be distin-
guished, enabling the representation of multiple different objects in the same net.
In addition, tokens may hold concrete data values based on which the behavior
of the net can be further specified.
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Arc expressions bind token values to vari- 1'5 INT [c < 10]
ables and specify the values of newly cre- ¢
ated tokens. Transition guards determine un-
der which conditions a transition is enabled counter
based on the values of tokens it would con-
sume. For example, Fig. 2 shows a small ex- Fig. 2. Example of a counter im-
ample CPN. The place counter of type INT plemented as Colored Petri net.
holds one token with value 5. Before transition Increment can fire, the value of
a token is bound to ¢ and the guard checks whether ¢ < 10 holds. In case the
guard evaluates to true, a token with value ¢ + 1 is returned.

Increment|

c+1

3 Problem Statement

Although BPMN provides basic data modeling capabilities, it has limited sup-
port for modeling multiple data objects of the same class within a process. Based
on the semantics of the standard, we identified three main limitations in this re-
gard. This section outlines and illustrates these limitations using the examples
shown in Figure 3.

Distinguishing Data Objects. As described in Section 2.1, data object nodes of
the same class always refer to the same data object upon their first assignment.
Consequently, several data objects of the same class cannot be referenced sepa-
rately within a process and therefore cannot be distinguished from one another.
In the example shown in the Figure 3 (a), the activities ‘SBP” and ‘SRP’ both
write to data object nodes of the ‘Paper’ class with the intention of referencing
the best and runner-up best paper separately for later use. However, according
to the BPMN standard, both activities are writing to the same data object,
resulting in the second activity overwriting the data written by the first activ-
ity. Given the current semantics, the intended behavior cannot be modeled for
objects of the same class.

i N
Paper Paper Paper ' Paper Paper
1
[acceptance [acceptance [acceptance | ! i
published] published] published] | ! [b°rdﬁ: line] [accelﬁted]
1
H Sed 7 ! M .
1
. Single out ! Discuss
gérs]%lga%létr runner-up i | borderline Paper
(SBP) bes(g l;{}z_j‘\)per ! FEaD%ePF)S [rejected]
! 11
i
1
1

(a)

(b)

Fig. 3. BPMN process model excerpts visualizing deficiencies in data handling.



Introducing Variables to Data Objects in BPMN 5

Distinguishing Data Object Lists. Similar to individual data objects, BPMN
does not support distinguishing between lists of the same class. In addition,
objects referenced by a list node must have the same state. These restrictions
imply that lists cannot be split or merged during process execution, as discussed
in [19]. In the example illustrated in Figure 3 (b), the ‘DBP’ activity writes to
two lists of papers in different states. While the intended behavior is to split the
list of ‘borderline’ papers into ‘accepted’ and ‘rejected’; the semantics require
the activity to write to only one of the lists during execution. Similarly, merging
multiple lists of the same class into a single list is not supported.

Referencing Data Objects from Lists. According to the standard, data object
nodes and list nodes must not overlap. Since this also applies to lists of the same
class, BPMN does not support creating a reference to an individual data object
contained in a list. For example, considering Figure 3 (a), the ‘SBP’ activity aims
to single out the best paper from a list of accepted papers. However, according
to the standard, the data object written by the activity must not be included in
the list.

In summary, the data semantics of BPMN restrict the handling of multiple
data objects of the same class within processes. These limitations, as illustrated
by the examples in Figure 3, can complicate the accurate modeling of data flow
in business processes.

4 Handling Data Object Nodes with Variables

To address the limitations of the current data semantics of BPMN outlined in
Section 3, we extend BPMN data object nodes with variables. A variable serves
as an identifier denoted on the data object node that is assigned to a concrete
object at runtime. If the variable is reused on another node in the model, the
same object can be referenced again. Therewith, we can lift the assumption that
every node of the same class refers to the same object, allowing for independent
processing of multiple objects of the same class in one process.

In the following, we will informally describe the notation and intended be-
havior for create, read, and update operations on objects alongside the extended
paper review process example depicted in Fig. 4, before Section 4 provides a
formalization.

Variables are specified in the labels of data object nodes as prefixes to the
data class, separated by a colon. For example, ‘P:Paper’ indicates that vari-
able ‘P’ references a certain set of objects of the class ‘Paper’ at runtime. As
a convention, variables starting with uppercase letters are used to identify data
object lists, e.g., ‘P:Paper’, while those starting with lowercase letters refer to
single objects, e.g., ‘bp:Paper’. In the example, that allows us to identify the
best paper ‘bp:Paper’ singled out from the list of accepted papers ‘Pa:Paper’
and reuse it later to prepare the award for the respective winner. At the same
time, we can assign the runner-up best paper to ‘rp:Paper’ without overwriting
the previous reference. Similarly, we can now split and merge lists. For exam-
ple, deciding on the reviewed papers’ acceptance (‘DA’) results in three lists of
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accepted (‘Pal’), rejected (‘Prl’), and borderline (‘Pb’) papers, showing that
variables can effectively address the shortcomings detailed in Section 3.

Create. The semantics of create operations in BPMN originally depended on
the existence of an object of the same class, making it a blind write if an object
exists already. With our approach, we modify the semantics in a way that create
operations always create a new object. In addition, created objects are assigned
to the variable denoted in the respective node for future reference. This may also
include the reassignment of a variable, if it was previously assigned to another
object. The same concept applies to lists, where all created objects are assigned
to the same variable. In Fig. 4, this happens for the list ‘P:Paper’ created by
activity ‘Collect papers’.

Read. Reading a data object from a variable requires (1) that there is an object
assigned to the variable through a previous write operation and (2) that the
referenced object is in the state specified in the data object node in the model.
If that is not the case, the reading activity is not enabled, i.e., cannot be executed.

Reading an object list assigned to a variable follows a similar pattern. Instead
of one object, all referenced objects of the specified class in the required state are
accessed. For activity enablement, at least one object adhering to these criteria
must exist. If an activity reads multiple lists of the same class assigned to different
variables, they are merged before activity execution. It is sufficient if the union
of these lists contains at least one element for enablement. This is visualized in
Fig. 4 for activity ‘Send notification of acceptance’, where lists ‘Pal:Paper’ and
‘Pa2:Paper’ are both accessed.

Update. Updating a data object requires that the object is read and written by
the same activity. In that case, the object is assigned to the variable specified in
the outgoing data object node. If the target variable is the same as the source
variable, the assignment remains the same. However, an object might also be
assigned to a new variable. Therewith, multiple variables can reference the same
object. That also holds if a state change occurs. For example, activity ‘Send
notification of acceptance’ accesses two lists ‘Pal’ and ‘Pa2’ and assigns their
union to list ‘Pa’. After that, ‘Pal’ and ‘Pa2’ still refer to the same objects as
before and could be reused later on in the model. By allowing different variables
to reference the same objects, we address the third issue presented in Section 3.
Single objects can now be selected from a list. For example, ‘Single out best
paper’ now copies a reference to one of the incoming objects to the variable ‘bp’
for future use.

Another benefit of variables in the context of updating lists is that they can
now be split and merged. For example, ‘Discuss borderline papers’ takes the list
of reviewed papers ‘P’ and returns two lists of accepted and rejected papers,
which constitutes the desired behavior described in Section 3. The decision on
each individual object is made at runtime. As discussed in [19], this may result in
empty lists. With this behavior, we extend our previous approach in [19], where
a first semantics for splitting and merging lists is presented. However, the prior
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mapping distinguishes list data objects only via disjoint states. Extending on
that, the novel mapping also allows referencing the same object with different
variables, i.e., from different process perspectives.

Next, Section 5 proposes a translation of BPMN process diagrams with vari-
ables to colored Petri nets, providing a concise execution semantics of the de-
scribed behavior.

5 Formal Execution Semantics

The proposed notational extension allows for the specification of additional be-
havior in BPMN process models. To formally describe that behavior, this section
introduces a formal semantics for the introduced concepts by translating them
to CPNs.

Assumptions. To focus on the formalization of the new concepts and avoid un-
necessary complexity, we make several assumptions: (1) Data object lists must
contain at least one element to fulfill an activity’s data precondition. An excep-
tion is multiple lists of the same class being read in one activity. In that case,
their union is required to contain at least one element. With this assumption, we
avoid multi-instance activities being executed zero times, which would lead to
potentially inconsistent process states. (2) Every data object node in the BPMN
refers to a variable. If none is specified in the model, they implicitly refer to a
class-specific default variable.

Colorsets. For the translation to colored Petri nets, we first define the data types,
i.e., colorsets, for our places and tokens. As primitive units, we will use int for
integer values, unit for tokens without a specific value, and string. Colorsets
consisting of sets of another colorset are denoted as Set < colorset >. Based
thereon, we define Object : ID x State for data objects consisting of an ID of
type int and a state of type string. Any additional attributes of objects are
abstracted from in the course of this paper. Control flow tokens will be of type
CF : unit since we do not need any specific data to be transported by them.

Places. The first step of the translational semantics is to create a set of places.
For each data class in the data model, we create a single place of type Set <
Object > and an initial token of value [ | (cf. Fig. 5 (a)). As a general rule, the set
of all objects of one class is always represented by exactly one token in exactly
one place, similar to a table in a database. That token can then be queried in
transition guards to access specific objects. Every variable introduced for data
objects is also mapped to a place. If the variable references a single object, that
place is of type ID with an initial token 0 (cf. Fig. 5 (b)), if it references a list
of objects the type is Set < ID > with [] as initial marking (cf. Fig. 5 (c)). To
generate new object IDs, we will use a unique counter place of type int with
an initial token of value 1 (cf. Fig. 5 (d)). Whenever a new object is created,
that token’s value serves as its ID and gets incremented by one. The initial value
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ensures that uninitialized variables can be recognized by holding a token of value
Oor[].

In general, a control flow arc in BPMN corresponds to one place of type
CF without an initial marking in the CPN (cf. Fig. 5 (e)). Additional rules
considering gateways are discussed by Dijkman et al. [10]. Since the translation
of the control flow is not the focus of this work, we will utilize their mapping
rules for gateways.

Set<Object>1

ID 1 Set<ID> 1 INT 1 CF
1 . 1 1 1
<data <single ! ! !
class> object ! ! !
i >/ .« N
variable 1°0 : : 11 :
1 1 1
1 1 1
1 1 1

—
.
—
 —

(e)

Fig. 5. Created places for the translational semantics to CPNs. The top left denotes
a place’s colorset, its name is in the center, and the initial marking is specified on the
bottom right in the format < #tokens >\ < wvalue >. Mapped concepts are (a) all
objects belonging to one data class, (b) variables referencing a single data object, (c)
variables referencing a list of objects, (d) the counter to provide unique objects IDs,
and (e) control flow arcs.

Single-instance data access. Following [10], we map single-instance tasks to a
single transition each. The transition is connected to the places representing
preceding and succeeding control flow arcs. Additionally, we connect the transi-
tion bidirectionally to the places of all data classes on which the respective task
performs a read operation.

Aop!=0]

N
1 P; " "
. PU{(c,"exp") aper (P \op)u{(varp,"subm")}
p:Paper p:Paper 1
1 P P
[exp] [subm] 1 ¢ c+1 \
* ) : 0 Export | () 0 Submit| ()
. N Paper Paper
1 ¢ var, lop={x€P]|
Export Submit 1 vary x.state == "exp"
paper paper 1 vary Axid == vary}
1
1

Fig. 6. CPN translation of basic data access operations. Export Paper creates a Paper
in state exp by incrementing the ID counter, adding a new object to the place holding
all Papers, and assigning the object’s ID to the variable p. Submit Paper queries the
list of all papers P for the object in state exp with the ID stored in p. If such an object
exists, its state is updated to subm in P.
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Creating an object in a specific state s requires the token holding all objects
of the respective class O and the token of the id counter place c. In the arc
expression returning O, a new object is added with id ¢ and state s: OU{(c, s)}.
In addition, ¢ 4 1 is returned to the ID counter place. If a variable is explicitly
specified in the BPMN model, the transition also overwrites the token in the
variable’s place to hold the id of the newly created object. Exemplarily, this is
shown in Fig. 6 with activity ‘Export Paper’.

Reading an object of class C in a state s is implemented through a guard
expression querying the list of objects of the class stored in a token O. The query
includes the required state as well as the id, as specified in the respective variable
v. The result is assigned to an arc variable. If the arc variable is empty, the guard
does not evaluate to true. Generally, the guard looks as follows: [oc(s) = {* € O |
x.state == s A x.id = var,} A ocs) # 0]. In Fig. 6, this is visualized for activity
‘Submit Paper’. In the example, variable p is used to uniquely identify the paper
object. After reading the paper object, ‘Submit Paper’ also performs a state
transition. To capture that, we extend the arc expression that returns the token
holding all papers P. We remove the outdated element stored in the variable o,
and add the updated element consisting of the ID stored in the variable and the
new state as specified in the model: (P \ {o,}) U {(vary,” subm”)}.

Multi-instance data access. Working with sets of objects of the same class re-
quires some adaptations to the previously introduced mappings, but the general
concepts remain identical.

The creation of a list iterates the behavior for creating a single object. Hence,
multiple transitions are required to represent that behavior, namely a starting
transition, a terminating transition, and a transition repeatedly creating new
objects. A running place holds the control flow token, and the creating transition
adds elements to a temporary list of objects. If at least one object has been
created, the terminating transition can fire, adding the temporary list to the
token holding all objects of the respective class. The set of IDs of the created
objects is added to the referencing variable’s place. An example is shown in Fig. 7
for activity ‘Collect papers’ from the example process in Fig. 4.

= Create
/<4 Paper[subm]

c Begin
Collect
Papers

Fig. 7. CPN representation of creating a data object list.

{id | (id,S) € Opey}

~ Terminate of
Collect
Papers

[Onew = 2]
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Reading a data object list retrieves all objects of the specified class in the
required state referenced by the assigned variable. Hence, instead of filtering for
the object with a specific ID as shown in Fig. 6, we select all objects with an
ID matching those stored in the variable’s place. If there is no suitable object,
the guard evaluates to false. An example can be found in Fig. 8, where transi-
tion ‘Begin Discuss Borderline Papers’ accesses all papers of list ‘Pb’ in state
‘borderline’. If multiple lists are read, the guard comprises the conjunction of
the expressions for each list. As per assumption (2), if multiple lists of the same
class are read, the union of all lists must contain at least one element, rather
than requiring each list to be non-empty.

State transitions for lists of objects build upon the mapping for reading lists.
To transition read objects to a new state, an arc expression is added to the
arc toward the place storing the objects. Essentially, all entries for read objects
Oc|q of a class C in state s are replaced with entries for the same objects in the
new state: (C'\ O¢(q) U {(id, "newState”) | id € varx} where C represents all
objects of class C and X refers to the read and written variable. If transitioned
objects are assigned to a new variable, the transition writes the list of their IDs
to that variable’s place. If multiple output lists may be created from one list,
multiple transitions are required. An initial transition reads the required objects
and temporarily stores their IDs, while removing them from the place holding all
objects of that class to avoid concurrent access. Afterward, transitions for each
target state can update the state of one ID at a time. Finally, a terminating
transition takes all temporary objects and assigns them to their variables, and
returns the objects to the place of their class. An example can be found in Fig. 8,
where the transition ‘Discuss Borderline Papers’ reads all borderline papers and
transitions all objects to either accepted or rejected, effectively splitting the list
and assigning the resulting sublists to new variables ‘Pa2’ and ‘Pr2’.

AOp 1= 0]

PUPauPr
Pb 1=
[ 9] Accept Pl var Pa2
p P\Op Pb \ {Pb[0]} Paper Pa Pa2
id | (i n A id | (id,s) € Pa
Begin (id | (id.s) {(Pb[0],"acc")} Terminate fid](ds) !
Discuss o] Discuss cf
Borderline Pb "] Borderline
Papers P.
= var,
[Op={x€P]| Pb \ {id | (id,s) € Pr}
x.state == "bdI" Reject
A X.id € varpp} Vaer Paper

(Po1=01  (Pbpo), rej)}
Fig. 8. CPN representation of splitting a list into two lists with different states.
With the presented translational semantics, we concisely define the intended

behavior of variables for data objects, effectively extending BPMN’s data model-
ing capabilities to handle multiple objects of the same class. The full application
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of the mapping to the examples in Fig. 6 and Fig. 4 can be found on GitHub®.
To view and execute the CPNs, an installation of CPN Tools? is required.

6 Analysis

In this section, the formal semantics of Section 5 is used for compliance checking
and verification. For that purpose, we use BPMN-Q, a BPMN-based visual query
language for business processes [4]. It provides an easy-to-understand approach
to specify conditions for model verification and compliance checking. While the
initial version of the language exclusively considered control flow constructs, an
extension presented in [7] introduces data objects and their states to it.

An exemplary query can be found in
Fig. 9. It represents the constraint that there
must be a paper whose acceptance has been
published before the award for the best paper
can be prepared. ‘QA’ represents a variable ac-
tivity, indicating that there must be any activ-
ity fulfilling the required condition. The arrow
with the // marker means that we look for a @A , Jrepare
path from its source to its target, and the data <<precedes>> be?,‘,ﬂg;’er
condition implies that an object matching the
node must be written by the respective activ-
ity. Next to precedes relations, BPMN-Q also ¥ig-9. BPMN-Q query using a
supports leads to relations as shown in Fig. 10. data object node with variables.

As our approach integrates the declaration of variables into the labels of data
object nodes, it can be seamlessly integrated with the BPMN-Q notation. Instead
of requiring an unspecified object of a certain class in a state, queries may include
objects assigned to certain variables. For example, the query visualized in Fig. 9
specifies that the paper in state ‘acceptance published’ must be assigned to the
variable ‘bp’, i.e., the one being the result of ‘Single out best paper’ in Fig. 4.

Further, using BPMN-Q allows for the detection of erroneous behavior. For
example, ensuring that a variable is assigned before being accessed (cf. Fig. 10
(a)) or that a list of rejected papers must be written by activity ‘Decide accep-
tance’ before the notification of rejection can be sent (cf. Fig. 10 (b)). Notably,
the second query is not fulfilled in our example in Fig. 4, since all papers might
be accepted or borderline, resulting in an empty list that does not fulfill this
query. Therewith, we can identify situations where empty lists may result in
deadlocks. As a solution, the parallel gateway could be replaced with an inclu-
sive gateway and conditions requiring the lists of accepted and rejected papers
to be non-empty before the respective path gets enabled.

To evaluate BPMN-Q queries, Past Linear Temporal Logic (PLTL) [21] state-
ments are derived from each query [6]. For example, the PLTL query for Fig. 9
is: G(ready(PAB) — O(state(bp : Paper, acceptancepublished))) where ready is

bp:Paper

[acceptance
published]

! https://github.com /bptlab/bpmn-data-object-variables
2 https://cpntools.org/
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Pb:Paper Pri1:Paper
[borderline]

[rejected]
11]

Discuss : send
> Decide ificati

@A i borderline acceptance I— B e eetion
<<leads to>> p(DpBP) (DA) <<precedes>> (SJN R)

(a) (b)

Fig. 10. BPMN-Q queries checking (a) whether borderline papers will always be dis-
cussed if list ‘Pb’ is written to state ‘borderline’ and (b) if activity ‘Decide acceptance’
writes a list of rejected papers ‘Prl’ before notifications of rejection are sent.

the function returning whether activity ‘PAB’ is control flow enabled in a mark-
ing, state determines whether an object is in the specified state, and G (always)
and O (once) are PLTL operators as introduced in [21]. To check the query for a
given process model, the model is translated into a Petri net and its state space
is generated [6]. In our case, this is done by applying the translational semantics
from Section 5 and computing the state space in CPN Tools. Based on the state
space, the PLTL queries can then be evaluated. The state space for Fig. 4 can
be found in the respective CPN file in the GitHub repository.

As stated in [6], a finite state space is required for such evaluations. However,
the translational semantics presented in this paper innately result in nets with
infinite state spaces if an activity creates a data object list, exemplified in Fig. 7.
To circumvent that, we introduce a guard to the creating transition (‘Create
Paper[subm]’) in the example), checking that the list of newly created objects
(‘Onew’) has at most as many elements as there are variables defined for that
data class in the BPMN model. If all variables defined for this data class depend
on the created list, this measure ensures that the state space includes a state
where each of them is assigned to at least one object.

7 Related Work

A number of BPMN extensions to improve data representation exist in related
work. Meyer et al. extend BPMN with foreign key relationships between ob-
jects and a mapping to SQL queries for read and write operations on data ob-
jects [23]. A similar approach is proposed by Combi et al., assigning an SQL
statement specifying the data abstracted from by a data object [9]. Haarmann
et al. address the issue of data objects shared by multiple processes [16], includ-
ing a translational semantics to colored Petri nets. However, neither approach
considers data object lists. Ghilardi et al. present delta-BPMN, combining an
SQL-based data specification language with BPMN instead of a visual represen-
tation through data nodes [14]. That greatly increases the modeling complexity
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and required domain knowledge, which is why we stick to the abstract repre-
sentation of BPMN with data object nodes and data states. In a previous work,
we introduced an approach to cover list creation, splitting, and merging [19],
which we extend with this work. There, only data object lists were considered,
with the state serving as an additional identifier besides an object’s class. That
comes with a number of deficiencies that were addressed in this paper: On the
one hand, referencing single objects from lists is not defined with this approach.
On the other hand, multiple lists in the same state, as shown in Fig. 4, are not
supported. Hence, an object can always be referenced by one data object node.

To address the intersection of process control flow and data, object- and
data-centric process modeling approaches have been introduced. An overview of
existing approaches along with a framework to compare them is presented by
Steinau et al. [29]. Instead of focusing on control flow, many of these approaches,
e.g., PhilharmonicFlows [20], fragment-based case management [17] or object-
centric behavioral constraints [2]|, employ a data-first approach, focusing on the
object lifecycles more than control flow dependencies between activities. How-
ever, these approaches are not yet adopted in organizations. BPMN, on the other
hand, is an already established language in industry in academia [12], which is
why we focused on extending it regarding its data modeling capabilities.

Formalizing BPMN execution semantics is not a novel topic. Target for-
malisms include, but are not limited to, process algebras (e.g., CSP, m-calculus)
[8,34], graph rewrite rules [11], WS-BPEL [24,25], and Petri net-based languages
[5,10,19,22,27,28]. However, most of these approaches do not consider the data
dimension at all. Stackelberg et al. include data objects in their translational se-
mantics to Petri nets, but disregard data states and explicitly enforce the single
instance assumption introduced by the standard [28]. Similarly, Awad et al. also
implement that assumption while considering data states, but exclude data ob-
ject lists from their mapping [5]. Choosing CPNs as target language, Ramadan
et al. present another formalization including complex control flow constructs
such as subprocesses and boundary events [27]. However, they do not go into
detail regarding data object lists.

Our approach builds on BPMN-Q for data flow analysis in processes. In the
context of compliance checking on processes with data, Voglhofer et al. provide
an overview of contemporary literature [32]. A language-independent categoriza-
tion of data anomalies has been presented by Sun et al. [30], which was adapted
to BPMN by Stackelberg et al. [28]. Other approaches extend Petri nets with
data operations and define data flow error detection mechanisms for them [31,35].
Neither of these approaches, however, supports our extension out-of-the-box.

8 Discussion

The proposed approach does not consider all data modeling capabilities BPMN
provides. For example, input and output sets as well as input output specifications
describing the relations between them are not covered. Their inclusion would
further increase the expressiveness of the extension, for example, by allowing to



Introducing Variables to Data Objects in BPMN 15

model explicitly that the resulting lists might be empty after splitting. Further,
the semantics of BPMN multi-instance activities interacting with multiple data
object lists remain underspecified. If several object lists of different data classes
are read by a multi-instance activity, the activity could be executed once for each
element of each list. At the same time, objects could be correlated, meaning that
one activity instance processes one or multiple related objects of either list. For
example, the latter would be desirable if the decision on a paper’s acceptance
in Fig. 4 also depended on the reviews for each paper.

Besides colored Petri nets, other formalisms were considered to define the
semantics of the presented extension. While traditional Petri nets lack token
differentiation, recent works propose new Petri net-based languages tailored to
object-centric processes, namely object-centric Petri nets (OCPNs) [3], object-
centric Petri nets with identifiers (OPIDs) [15], and synchronous proclets [13].
All of these approaches include the capability to model single objects and ob-
ject lists. However, only OPIDs explicitly define identifiers for objects, and only
synchronous proclets define the use of labels as variables that can be reused for
synchronizing objects. In comparison, our approach allows for variables in the
model and explicit object identifiers in model instances. Further, OCPNs and
OPIDs cannot ensure that all objects with certain properties must be processed
by a transition, which is required for BPMN semantics as discussed in Section 2.

BPMN-Q cannot evaluate queries on infinite state spaces [6]. The introduc-
tion of variables to BPMN data objects introduces additional constructs that
may result in infinite behavior due to the added object identities. For exam-
ple, the cyclic reassignment of variables to newly created objects leads to un-
boundedly many different states. Even though this might be desired behavior,
it currently cannot be analyzed by our approach.

9 Conclusion

In this paper, we describe an approach to extend BPMN to capture complex
data behavior involving different objects of the same class. For that purpose, we
introduce the concept of variables to BPMN data object nodes to differentiate
individual objects and object lists within one process instance. The described
behavior is underpinned with a translational semantics to colored Petri nets. To
analyze models incorporating variables on data object nodes, we propose to build
on the visual query language BPMN-Q for verification and compliance checks.
The BPMN-Q queries can be applied to a formal representation of the process
model derived from the translational semantics.

The presented approach currently requires a manual translation of process
models to CPNs, which is tedious and error-prone. Hence, tool support is desir-
able and will be approached in future work. Additional research regarding the
incorporation of additional BPMN data concepts such as input and output sets
should be conducted. At the same time, to improve the usability of the approach
in general, a set of guidelines would help to draw attention to, for example, the
explicit handling of potentially empty lists.
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