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Abstract 
In emergencies, fast and accurate decision making is essential for avoiding adverse effects. Optimal 

performance hinges on the ability of operators to retrieve the information they need from their 

surroundings and to translate this information into action. However, in the stressful and complex 

environment of an emergency, performance can be compromised if search for information is slowed 

or hindered by few or inadequate visual aids and guides. 

The present thesis represents an effort towards using cognitive theory to improve search for 

information through better visual design. The research conducted has as its basis that findings, and 

in some cases methodology, from highly controlled experiments from cognitive science are 

translated through literature review and original research to guidelines and concrete suggestions to 

be used by visual display and procedure designers in the real world.  

In total, six papers are presented. The first paper reviews the literature in the field of design research 

pertaining to human behaviour, establishing the benefits of cognitive theory and methodology in 

design research. Papers two through five investigate, through literature review and original 

experiments, how findings from the field of experimental psychology on attention could be applied. 

In particular, the effect on attention of specific colours, cognitive and visual load, visual dilution, 

and distracting stimuli were investigated. The main findings were that specific colours have 

different effects on attention allocation, especially under higher visual load, and that the Feature 

Integration Theory of Treisman and Gelade was particularly successful in generalising its 

predictions to a more applied context. Paper six investigates, through literature review and re-

analysis of behavioural patterns of active, experienced nuclear control room operators in a realistic 

nuclear power plant emergency scenario, whether literature from the decision making sciences can 

predict the behavioural biases of operators and whether such biases could be alleviated through 

design. It was found that variance in operator performance could in part have been explained caused 

by confirmation bias and the bias of misapplied expertise, which could potentially be used as the 

basis for interventions in procedure design. 

Taken together, the research contributes novel findings to both design research and experimental 

psychology, and offers suggestions for how the findings can be applied to improve visual search in 

emergencies. 
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1.1.  Motivation 
In high stakes or emergency situations, adequate and efficient decision making is essential for 

minimising detrimental effects or potentially devastating consequences. Optimal performance 

hinges on the ability of operators to retrieve the information they need from their surroundings and 

to translate the information to action. However, in the stressful and complex environment of an 

emergency, performance can be compromised if there are few or inadequate visual aids and guides 

available (Fernandes & Braarud, 2015).  

A basic assumption of much of common sense thinking about human decision making is that 

information provided will somewhat directly predict behaviour. For example, one might assume 

that a decision maker uses all the information provided, especially if one has a guarantee that the 

person has read it. One may also assume that a decision maker considers in relative equal 

proportion all the information presented with equal or adequate degrees or weights of importance. 

However, research has now shown that this is seldom the case. Instead decision makers seem to 

follow consistent, irrational rules of both the way information is found and interpreted and the way 

that decisions are made in relation to these interpretations (Tversky & Kahneman, 1974). 

Furthermore, their attention will be captured by irrelevant stimuli, leading to slow and inefficient 

search (Theeuwes, 2010; Wolfe & Horowitz, 2004). Within the cognitive sciences, researchers have 

developed theories that predict the attentional allocation and information-searching patterns of 

many different types of humans under many different conditions. While applying basic principles of 

human cognition has shown promise for improving visual design (Faerber & Carbon, 2013; 

Nørager, 2009), translating the insights from attention theory and decision science to actionable 

design guidelines that could aid in creating the visual interfaces used emergencies has seldom been 

attempted. Given that theories in these fields are almost exclusively deduced from highly controlled 

laboratory experiments, with only one or two functions being examined at a time, the findings and 

predictions from these theories are hard to translate directly to the complex situations of reality. As 

an unfortunate consequence, designers may rely on outdated or obsolete theories of the attention 

system in their work. Conversely, while it is assumed that the theories derived from these 

experiments are generalisable to everyday situations, in reality it has seldom been tested. 

Understanding the predictive powers of theories of attention in large-scale, complex situations 

could therefore provide valuable insights for academics in these fields as well. 
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The present PhD project attempts to alleviate this gap by translating and testing the theories of 

cognitive sciences to a visual design cases. The thesis takes as its starting place the practices of the 

visual designer by taking stock of what has currently been done, and then adds to it suggestions of 

which theories and methods from cognitive science could be beneficial for visual design. It is my 

hope that this thesis thereby contributes to both our understanding of the basic laws of human 

processing and the understanding of design practitioners on what should be done to better design for 

desired decisions.  

1.2. Methodological Approach- 

To achieve these research goals, this PhD is based on studies that employ a variety of 

complementary approaches that reflect the interplay between highly controlled experiments and 

realistic use cases: On the one hand, this PhD consists of papers that test specific interactions 

between the attention system and visual characteristics that have high relevance for designers, such 

as colour and salience, using experimental studies with student participants. On the other hand, this 

PhD includes a study of the behaviour of highly experienced, active nuclear control room operators 

in realistic emergency simulations. Each approach is elaborated below.  

The overarching scope of this PhD project was to test theories from literature in an applied context. 

While some specific predictions were derived from the reviewed literature, these were seldom 

linked to novel theory building, but rather were constructed to reflect back on pre-existing theories. 

The project thus followed the structure of a Type 3 research project as outlined by the Design 

Research Methodology (Blessing & Chakrabarti, 2009, p. 18), wherein literature reviews are 

conducted and form the basis for a hypothesis/hypotheses, which is/are tested in a prescriptive 

study. In the broader scientific lens, this PhD project thus mostly falls in the theory testing part of 

the scientific method as popularised by Popper (Popper, 1959), which is illustrated in Figure 1: 

First, an observation is made about the world, second, scientific theory is made to explain the 

observation in a testable manner, third, predictions from the theories are tested, fourth, revisions are 

made to the theories based on the outcomes of the tests. 
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Figure 1: An illustration of the scientific process as popularised by Popper (Popper, 1959). 

Elaborating on this based on a more recent outline of the scientific process (Cash, 2018, p. 88), this 

PhD project defines variables and limitations in both the fields of design and experimental 

psychology, proposes how the two fields can be combined, translates these relationships into 

predictions, and tests the predictions. Specifically, this was done through six studies described in 

the chapters and papers of this PhD thesis: 

The first study, presented in chapter three, was a literature review of all deductive studies on human 

behaviour in seven prominent design research journals. The review was conducted by reading the 

abstracts of all papers published in the included journals since their inception (1979 for the oldest 

included paper) and finding all deductive studies on human behaviour for further review. The 

inclusion criteria are elaborated in chapter 2. Following this, the papers were evaluated with regards 

to the coherence of topics and methods and suggestions were made regarding how including 

cognitive theory could further build the field. 

The second study, presented in chapter three, was similarly a literature review, but focused on 

outlining the factors that determine where gaze is directed, and how it can be used in design. The 

review was conducted by outlining the most prominent theories and well-described findings 

regarding the allocation of attention and making suggestions on their implication for both design 

research and design practice.  

The third and fourth studies, presented in chapter three, describe deductive computerised 

experiments created with basis in attention theory and the paradigms used in this research tradition, 

but with added complexity in the displays to increase its ecological validity. Specifically, the 

paradigm used was designed to test the attentional guidance of six specific colours (red, blue, 

yellow, green, orange, and purple) through a target-detection task, wherein participants had to 

Observation Theory Test Revision 
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determine whether a target coloured circle was present amongst 19 other coloured circles. The 

target was present in two thirds of the trials, and each colour appeared as a target with each other 

possible combination of colours. Additionally, complexity varied across trials as there was either 

one, two, three or four possible distractor colours for any given trial. The third study (E. Andersen 

& Maier, 2017) investigated only the average response times to the specific colours, whereas the 

fourth study (Andersen & Maier, submitted) included a larger sample size (17 as opposed to 11), 

which allowed for investigating the interaction effect between attentional guidance of individual 

colours and the complexity of the display. The outcome variable was reaction time for accurate 

trials where the target was present. 

The fifth study, presented in chapter three, describes another deductive computerised experiment 

created with basis in attention theory and the paradigms used in this research tradition. Again, the 

paradigm was designed to test theory found in attention theory in a more ecologically valid setting. 

In this experiment, the complexity (and therefore possibly ecological validity) of the design was 

increased further, in part through manipulating the cognitive load (high or low) through a memory 

task, in part through using a complex visual display designed to contain objects that resembled the 

ones found in displays of nuclear control room operators. In the study, student participants searched 

for three digit numbers (e.g. 194) that were presented in ‘barometers’ based on their knowledge of 

either a target number, or a target number and the colour of the barometer that contained the 

number. In addition to testing the effect of cognitive load and knowledge about the target colour, 

the experiment included tests derived from attention theory for five additional possible effects: 1) 

The attentional guidance or capture of specific colours (white, red, blue, yellow, green, purple, and 

orange), 2) the effect of visual load, measured by presenting the target number amongst similar 

numbers (524) or amongst three zeros (000), 3) the effect of irrelevant distractors in the form of 

‘trend graph’ objects, 4) the effect of a central distractor that either shared the colour of the target 

barometer or the distractor barometers, 5) the effect of visual dilution, measured as the interaction 

effect of the distractor effect and the irrelevant distractor effect. The outcome variable was reaction 

time on accurate trials. 

The sixth study, presented in chapter four, was a re-analysis of a dataset collected on a full-scale 

simulation study of nuclear power plant emergency, wherein experienced, active nuclear control 

room operators worked in realistic emergency scenarios at the Halden Man-Machine Laboratory 

(HAMMLAB). The re-analysis was done through an exploratory reading of performance ratings 
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and comments on behaviour of a process expert and human factors expert as part of their original 

analysis of the data, as well as a re-visit of video and audio recordings. The study compared the 

behavioural patterns of the crews in relation to performance, and explored whether differences in 

these variables could in part be explained by biased behaviour due to confirmation bias or bias of 

misapplied expertise. 

In sum, the present PhD thesis employed a variety of research methods, ranging from highly 

controlled experiments with student participants on the attentional guidance of colour to a re-

analysis of data from a realistic simulation study with active, experienced nuclear control room 

operators. In all cases, however, the studies were grounded in using cognitive theory for cases that 

could have impact for improving design practice. 

1.3. Research Question and Objectives 

This PhD thesis had the following research question as its basis: 

 

¾ How can visual design for emergencies be improved through improving design research [1], 

and through cognitive theory on attention [2], biases and heuristics [3]? 

 

Answering the research question was approached through three angles that represent the three 

bracketed highlights in the research question. Each angle is elaborated and justified below: 

 

1. Improving design research 

Despite its relatively young age, the field of design research has provided a rich and diverse set of 

insights about designer practice, designers themselves, and the perception of designed objects. 

However, whether due to its young age or other reasons, the field has so far yet to establish 

comprehensive theories and best-practice methodologies as is seen in older fields (Papalambros et 

al., 2015; Cash, 2018). Conversely, the majority of cognitive theory is inseparable from the methods 

underlying it. Indeed, the field of psychology, which underlies much of cognitive theory, was 

founded with the objective of developing methods for systematically investigating the mind 

(Hergenhahn & Henley, 2014). Therefore, applying cognitive theory and methodology to design 

research provides an opportunity to potentially solve some of the fields’ standing problems. As 

such, the first research angle of this thesis was to apply methodology and theory from cognitive 

science as a means of possibly improving design research on human behaviour, which in turn 
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should lead to improved insights on visual design for emergencies. 

 

2. Applying attention theory to design 

The attention system is the primary determinant of which pieces of information enter consciousness 

(Baars & Franklin, 2007; Dehaene et al., 2014). It follows, that if one wishes to improve 

information search through visual design, then one should apply knowledge about the visual 

attention system. Experimental psychologists have developed both comprehensive theories of 

attention (e.g. Bundesen, 1990; Bundesen & Habekost, 2008; Wolfe et al., 1989) and predictions for 

specific conditions (e.g. under Load: Lavie et al., 2004; Lavie & Tsal, 1994) and types of stimuli 

(e.g. emotional stimuli: Öhman et al., 2001). However, these insights have thus far not been 

investigated within design research, and are seldom used in design practice. Conversely, the insights 

from attention theory are seldom tested in more complex, ecologically valid contexts. To alleviate 

these concerns, the second research angle of this PhD was to apply and test attention theory in 

complex situations that better resemble the use cases that designers encounter. 

3. Applying bias and heuristics literature to design 

While attention theory relates to the smaller scale allocation of attention when a visual scene is 

viewed, the larger scale information searching strategies and how information is evaluated once it 

enters consciousness are generally classified as relating to the decision making sciences. Research 

on decision making has revealed that both human information search and evaluation seldom follow 

a rational, consistent trajectory. Instead, both have been shown to follow predictably irrational 

patterns characterised by biased behaviour and decision making short-cuts – usually referred to as 

heuristics (Tversky & Kahneman, 1974). As with attention theory, applying insights about these 

heuristics and biases is essential for making design that fits the intended human users. However, as 

with attention theory, this has thus far seldom been explored in design research. Therefore, the third 

research angle of this PhD was to apply and test insights from the heuristics and bias literature to 

design relevant cases. 

1.4. Thesis Structure 

Having outlined the research question, as well as the three angles applied for answering it, the 

remainder of this thesis is structured in four parts: one for each angle and a concluding discussion 

based on the presented research. This thesis is paper based, consisting of five chapters. In chapter 

one the motivation, research question and methodological approach were introduced.  In chapter 
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two, the need for cognitive theory in design research is further established through a literature 

review of research on human behaviour in design. In chapter three, literature review and original 

research is presented that show how attention theory could be applied in visual design. In chapter 

four, literature review and original research is presented that show how decision making theory 

could be applied to understand expert decision making and improve design of procedures. In 

chapter five, conclusions and implications are discussed.  
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CHAPTER 2:  

Cognitive Theory in Design 
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2.1. Chapter Introduction 
While accumulating knowledge about human cognition could provide a richer understanding of 

how to create better visual designs for emergencies, the degree to which the implementation of such 

knowledge is successful inevitably depends on the designer making the actual visual artefacts. 

Research on Human Behaviour in Design encompasses both studies of designer behaviour and the 

behaviour of participants interacting with designed artefacts. The research in this field has thus 

created insights on both how to improve the design process and concrete suggestions that designers 

can apply when creating visual artefacts. Recently, however, concerns have been voiced within the 

field of design research in general, with several researchers calling for increased scientific rigour 

through stronger relation to theory and more rigorous and consistent use of methods (Cash, 2018; 

Dinar et al., 2015; Papalambros, 2015; Vasconcelos & Crilly, 2016). As the first angle towards 

improving visual design for emergencies, this chapter focuses on the field of design research and 

how it might be improved. Specifically, given that Human Behaviour in Design is closely related to 

the cognitive sciences due to their object of study, and given that this neighbouring field contain 

several comprehensive theories and rigorous methodologies, this chapter focuses on whether 

insights from the cognitive sciences could improve human behaviour in design research through 

enabling theory building and providing methodological insights. 

2.2. Research and Findings 

The paper presented in this chapter (Andersen et al., working paper) addresses this question through 

an extensive literature review of the deductive studies conducted within the topic of human 

behaviour in design. The review was conducted by examining all deductive studies on human 

behaviour published in seven prominent design journals, from their inception until 2017, and 

evaluating the topic and method coherence found across papers. Results showed that the field was 

characterised by a variety of studies that explored many different topics, rather than studying the 

various aspects of fewer topics. Furthermore, the results indicated that this diversity leads to the 

findings giving a broad overview of the possible areas of design, rather than relating to common 

theories or to a more comprehensive understanding of the topics. Based on these findings, the 

review provides suggestions for cognitive theories and methodological insights that could both 

further the understanding of the individual topics, and serve as a basis for common theories across 

the diverse topics. While the review offers suggestions for several different directions of human 

behaviour in design research due to the nature of the review material, the present thesis has as its 

foundation the observation that few studies on perception of designed objects employed methods or 
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theory from cognitive science to guide their studies. The aim of this thesis was thus in part to show 

the advantage of using such theory and methodology in design research, thereby improving visual 

design. 

 

 

 

 

 

 

 

  



19 
 

 

 

 

 

 

 

 

 

 

Paper 1:  

Improving Deductive Studies of Human Behaviour in Design Through Cognitive Science – A 

Review and Look Forward. (Working Paper), by Andersen, E., Piccolo, S., Maier, A. To be 

submitted to Design Science. 
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Developing Deductive Studies of 
Human Behaviour in Design 
through Cognitive Science – A 
Review and Look Forward 
Emil Andersen, Sebastiano Piccolo, Anja Maier 

 

Abstract 
The study of Human Behaviour in Design is a central part of Design Research, which has yielded a 

rich portfolio of insights on both the creators of artefacts and how artefacts are perceived. Recently, 

the design research community has seen a push towards increased rigor and focus on theory 

building, as a way of further developing the scientific rigor of the field.  However, research is 

needed to determine the extent to which this ambition is needed in Human Behaviour in Design, 

and, if so, where and how effort could most fruitfully be exerted. Therefore, this paper investigated 

the topics and methods of studies on Human Behaviour in Design as a measure of the scientific 

rigor of the field, and as a way of suggesting improvements where needed. This was done through a 

comprehensive review of all deductive studies on human behaviour in seven prominent journals on 

design research in the time period 1979 to 2017. A total of 150 studies fulfilled the inclusion criteria 

and were reviewed with regards to the topics and methods used. It was found that the field was 

highly diverse with regards to both topics and methodology, which could slow the development of 

the field. Based on the characteristics of the findings, it is proposed that research could be develop 

more rapidly by increasingly drawing inspiration from and incorporating findings and methodology 

from cognitive science. 
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Introduction 
The study of Human Behaviour in Design remains a central topic in the field of Design research, 

either as a topic in itself or as a complement to other areas. Overall, Human Behaviour in Design 

encompasses a wide variety of research ranging from designer behaviour and to behaviour while 

interacting with designed artefacts. In each angle, numerous contributions have been raised to our 

understanding of both the production and appraisal of designs. However, concerns have recently 

increasingly been raised with regards to how well findings within the field form a coherent picture 

based on theory, as well as the methodological diversity that characterises the field. Notably, the 

foundational editorial of this very journal saw researchers from all aspects of design research call 

for increased scientific rigor through stronger relation to theory and more rigorous and consistent 

use of methods (Papalambros et al., 2015). Their concerns have been echoed by others 

(Vasconceles & Crilly, 2016; Dinar et al., 2015), the most of recent of which, after thorough 

analyses of the field of design, warned that Design Research had two options: move towards a 

strong scientific theoretical foundation or risk obsolescence (Cash, 2018). As a notable example of 

the necessity of adaptation, Cash (2018) points to the fact that design research is seldom cited in 

other fields, despite the transdisciplinary nature of design research. 

The present review was created to investigate the extent scientific development of Human 

Behaviour in Design, both with regards to theory and methodology, to identify the extent to which 

development is needed and to identify possible causes that may have hindered progress. Based on 

this, suggestions are made for future progress. While the scientific method includes both generation 

of ideas, building theories, formulating hypotheses and testing them (Popper, 1962; Blessing & 

Chakrabarti, 2009), each step being as important as the others, the present review focuses on 

deductive studies. This focus on the last step of the scientific process is chosen to give an overview 

of what is empirically tested, thus giving an overview of a solid basis upon which future studies can 

be built. To do so, all deductive studies in seven leading design journals were reviewed with regards 

to their topics and methods. We found that the field of Human Behaviour in Design has produced 

rich and diverse insights on designer characteristics, facilitation and obstruction of the design 

process and the perception of designed artefacts. Furthermore, we found that studies were highly 

varied in both topics and methods: Few topics and sub-topics were the subject of more than one 

study, and, with the exception of two studies, all studies employed newly developed paradigms. 

These findings indicate that theory development stands to benefit from additional studies that 

elaborate our understanding of existing topics. Furthermore, the findings indicate that the progress 
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could be accelerated by employing uniform study methods that allow for easier comparison of 

results across studies. As a guide for this journey, we propose that researchers in Human Behaviour 

in Design should more extensively incorporate methods and theories from the related field of 

cognitive psychology. By taking as its starting point the designer as a human being, and building on 

the theories and methods already available in cognitive psychology, Human Behaviour in Design 

research is positioned to become a leading authority on both the creators and perceivers of the 

artificial.  

Review 

Review Method 

The publications included in this review were selected in a three-stage process: First, titles and 

abstracts were read for all publications published in seven journals between their foundation and the 

end of 2017. The seven included journals were: International Journal of Design, Design Studies, 

Co-Design, Journal of Mechanical Design, Journal of Engineering Design and Research in 

Engineering Design and Design Science. These journals were chosen due to their prominence in the 

design research community. Publications were included for further review if their abstracts or titles 

indicated that the publications included a study of human participants and employed a deductive 

design. In the case of ambiguity about the study's subject material based on the abstract and title, the 

publication was also included for further review. Common reasons for this type of inclusion were: 

a) Use of subject specific subject-related terms or abbreviations that the author was not familiar 

with, b) Use of mathematical language (e.g. simulation) that can be used to describe human 

behaviour studies as well (e.g. simulation of an emergency context), and c) If a model, hypotheses, 

assumptions etc. were presented and the abstract did not make it clear whether the paper also 

included a test of these or simply discussed them. In total, 532 publications were included in the 

first round based on these criteria. 

Second, all publications were skimmed from beginning to end by the first author to see if they 

applied a deductive study of human behaviour. Experiments were considered deductive if the 

authors at some point during the publication made statements about expected outcomes, even if 

these were not apparent at the beginning of the publication and/or not formulated as formal 

hypotheses. Notably, papers that presented a new design method were only included if the study 

also included predictions on human behaviour. This selection yielded a total of 150 publications: 9 
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from Co-Design, 3 from Design Science, 55 from Design Studies, 15 from the International Journal 

of Design, 15 from the of Journal of Engineering Design, 36 from the Journal of Mechanical 

Design, and 17 from Research in Engineering. The sample was cross-validated by the second and 

third author, who went through each publication to confirm that they fitted the inclusion criteria. 

Third, all articles were reviewed on two dimensions: topic diversity and method diversity. An 

overview of the review is given in Table 1. 

 

Table 1: An overview of the papers included in each round. 
Journal 1st Round 2nd Round Percentage 
Co-Design 86 10 11,63% 
Design Science 11 3 27,27% 
Design studies 136 55 40,44% 
International Journal of Design 19 15 78,95% 
Journal of Engineering Design 101 15 14,85% 
Journal of Mechanical Design 72 36 50,00% 
Research in Engineering Design 108 17 15,74% 
Total 533 151 28,33% 

Topic Portfolio 
To evaluate topics researched, the studies were first categorised with regards to the subject of their 

study. This process revealed that the studies could be split into three categories: studies of designer 

characteristics, studies of obstruction and facilitation of the design process, and studies of how 

designed artefacts are perceived. From there, studies were further grouped based on their topic, and 

then further grouped into sub-topics pertaining to the specific aspects of the overarching topic. As 

an example of this sub-division, a study may be categorised as being a study of obstruction and 

facilitation of the design process, have as its topic how examples and information influence the 

design process, and have as its sub-topic how examples may cause design fixation. The sub-

divisions were created based on the hypotheses tested in the studies and as such, papers could be 

represented multiple times in the review, sometimes in different categories, if they investigated 

several hypotheses. An overview of the studies included in the various categories, including their 

topics, sub-topics and experiment task are found in Table 2 for studies of Designer Characteristics, 

Table 3 for studies of Obstruction and Facilitation of the Design Process, and Table 4 for studies of 

the Perception of Designed Artefacts.  

The division of studies into categories, topics and sub-topics served as the basis for evaluating the 

diversity of the studies: A highly uniform field would be characterised by having several studies on 
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a few topics and sub-topics, whereas a highly diverse field would have many different topics each 

covered by individual or few publications.  

The analyses of the diversity on the topic and sub-topic levels are detailed for each category below. 

As an overall finding, the vast majority of topics and sub-topics were shown to not have been the 

target of several studies or replication attempts. In fact, the majority of sub-topics were only the 

topic of a single deductive study (or only studies by the same author). While this is expected to 

some extent for any scientific field given that only approximately 50% of papers published get cited 

(Van Noorden et al., 2014), the extent of this individuality suggests a highly field overall, as will be 

elaborated below. 

Studies of Designer Characteristics 

The first category was studies of designer characteristics. These studies included in this category 

tested hypotheses about cognitive characteristics and strategies of designers, as well as design 

training. The studies predominantly involve showing how designers differ either amongst 

themselves or from novice designers and non-designers. A total of 45(30% of the total sample) 

studies were included in the category, which contained 46 hypotheses about designer characteristic 

spanning 8 topics and 35 sub-topics.  

The topic diversity in this category was low, with 33 of the 46 (71.7%) hypotheses pertaining to one 

of two topics: Expert vs Novice or Designer Cognition Predicting Performance. The vast majority 

of papers thus either included predictions about how expert and novice designers differ from each 

other, or how certain traits and/or cognitive characteristics of designers are predictive of their 

performance.  

Conversely, the sub-topic diversity was large, with only two sub-topics being investigated with 

more than three hypotheses, and a total of nine sub-topics being investigated with more than one 

hypothesis. All minor topics investigated individual sub-topics. Of the two major sub-topics, 

“Cognition and Performance” was the most diverse on the sub-topic level, containing only two sub-

topics that had been investigated by more than one hypothesis: ‘Spatial Ability’ and ‘Ownership’. 

The other major topic, “Expert vs Novice” contained five sub-topics that had been investigated by 

more than one hypothesis, of which one had been investigated by three hypotheses, covering eleven 

of the nine-teen total hypotheses for the topic. This sub-topics within this topic were thus also 

diverse, but with several sub-topics having been the target of more than one study. 

In sum, the Designer Characteristics category, while being very coherent at the topic level, 

consisted of hypotheses on sub-topics of which the large majority had been investigated only once, 
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but with a trend toward having several sub-topics being the subject of several studies for the 

“Expert vs Novice” topic. 

Studies of Obstruction and Facilitation of the Design Process 

The second category was studies of methods and tools that facilitate or obstruct the design process. 

These studies test hypotheses about physical or cognitive techniques, stimuli and/or tools and their 

influence (good or bad) on the design process. The studies predominantly involve on or more 

designers (or design students) engaged in a design task, which was facilitated or obstructed by an 

experimenter induced intervention such as a text example or cognitive technique. A total of 72 

(48% of the total sample) papers were included in the category, which contained 82 hypotheses 

about obstruction and facilitation of the design process, spanning spanned nine-teen topics and 58 

sub-topics. Overall, the topic diversity in this category was high, with 40 of the 80 (50%) 

hypotheses pertaining to one of two topics: “Examples & Information” and “Collaboration”, of 

which former was more than twice as frequent as the latter.  

Similarly, the sub-topic diversity was large for the majority of topics. However, for the largest 

topic, “Examples & Information”, two major sub-topics were investigated by several hypotheses: 

‘Fixation’, which was the sub-topic of seven hypotheses, ‘Distance’, which was the sub-topic of 

four hypotheses. Furthermore, the “Design Process Characteristics” topic had five of six hypothesis 

related to the ‘Stages’ sub-topic, although this was in part due to the hypotheses being from only 

three papers. With these notable exceptions, few sub-topics were investigated with more than one 

hypothesis. As such, the Obstruction and Facilitation of Design Process category showed large topic 

diversity at both the topic and sub-topic level, barring some exceptions in the sub-topics  ‘Fixation’, 

‘Distance’ and ‘Stages’, which were very well investigated. Building out other sub-topics to the 

level of these other sub-topics could thus serve as a guiding star for future researchers. As will be 

discussed below, however, variations in the methods employed still could lead to a difficulty of 

converging on definitive statements about these well-established sub-topics.  

Studies of Perception of Designed Artefacts 

The third category was studies of the perception of designed artefacts. These studies test hypotheses 

about how participants of varying background relate to products, or about product characteristics 

that are relevant for design. The studies predominantly involved a product rating task with the 

context and artefact of choice also varying across studies. A total of 43 papers (29% of the total 

sample) were included in the category, which contained 55 hypotheses about Perception of 
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Designed Artefacts, spanning 16 topics and 48 sub-topics. Overall, the topic diversity in this 

category was high, with only 30 of the 52 (54.5%) hypotheses pertaining to one of three topics: 

“Aesthetics”, “Emotion”, and “Sustainability Judgments”. On the sub-topic level, most topics were 

highly diverse, with only two sub-topics, ‘Gestalt’ and ‘Novelty’, being investigated more than 

twice, and an additional two sub-topics, ‘Architecture Videos’ and ‘Categorization’, being 

investigated more than once. Notably, within the “Aesthetics” topic, 4 of the 13 hypotheses were on 

the sub-topic ‘Gestalt’, marking at as the most well investigated sub-topic, although this was in part 

due to three hypotheses from the same authors. As such, the Perception of Designed Artefacts 

category showed large diversity at both the topic and sub-topic level, with few hypotheses relating 

to each topic and sub-topic as compared to the other categories, of which fewer sub-topics had been 

investigated by several research groups. 

Looking Forward: Topics 

In the following sections, we address the problems outlined above and offer suggestions on how 

topic coherence could be increased through integration with cognitive theory.  

Increasing Replication and Elaborating Sub-Topics 
The uniting finding across all categories (baring a few exceptions) was a large diversity at the sub-

topic level. This diversity was furthermore also present at the topic level for the categories of 

Obstruction and Facilitation of the Design Process and the Perception of Designed Artefacts. This 

finding is notable for several reasons.  

First, the low amount of hypotheses for each sub-topic is indicative of a low amount of replication 

of previous findings within the field. As has been seen in other fields, such as medicine and 

psychology, the failure to replicate findings may lead to theory building that stands on a shaky 

foundation (Ioannidis, 2005; Wilkinson, 1999). 

Second, the low amount of hypotheses for each sub-topic suggest a less complete understanding of 

the various aspects of the overall topics, which could hinder the development of theories that 

explain the phenomena at both the overall topic level and the more narrow sub-topic level. The 

absence of theory building was for example reflected in the fact that no studies made inferences 

about the underlying mechanisms for the sub-topic phenomena. Such inferences could be highly 

desirable, as they would allow for spotting similarities within topics across the various sub-topics. 

For example, if the ‘Fixation’ sub-topic, which represented the most widely investigated sub-topic, 

a reader of a paper on ‘Fixation’ might learn something about how “Examples & Information” were 
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processed in general if the findings were related to a theory of the underlying cognitive mechanism. 

This could in turn lead to further studies that would inform ‘Fixation’ through relation to the same 

mechanism. 

Looking forward, additional studies are thus needed at the sub-topic level to confirm previous 

findings to solidify the foundation for future theories. This may in turn allow for inferences about 

the underlying mechanisms, which could unite studies on the topic and, eventually, maybe even at 

the category level. 

Building Theories Based on Underlying Cognitive Mechanisms 
The papers included in this review share in common that they propose and test hypotheses about 

how humans act as designers, during the design process, or with designed artefacts. Underlying all 

these aspects are the cognitive mechanisms that govern how we as humans experience the world, 

such as the attention, memory, learning and decision-making systems. The field of cognitive 

psychology has over the years developed elaborate theories for these cognitive mechanisms, with 

some mechanisms being well understood and others being heavily researched to uncover their 

structures. Given foundational properties of these mechanisms for human behaviour, this research 

represents a valuable avenue for structuring and elaborating our understanding of designers, and/or 

how people interact in the design process and with designed artefacts. In the following, a few key 

examples are listed that could be explored as an avenue for building theory based on the underlying 

cognitive mechanisms in the three identified categories of Human Behaviour in Design. 

For studies of Designer Characteristics, several findings could be elaborated through relating them 

to the underlying cognitive mechanisms. For example, researchers could investigate whether the 

observed differences between expert and novice designers are caused by better information 

processing through differences in working memory, which is the cognitive mechanism that 

underlies conscious manipulation of information (Baddeley, 1992; 2000; 2012; Baars & Franklin, 

2007; Dehaene et al., 2014). Alternatively, researcher could investigate whether the differences in 

how designers draw upon experience by relating them to theories of memory, such as distinguishing 

between implicit and explicit memory. For example, do designers draw on their experience through 

explicit deliberation, or does it happen automatically and implicitly more akin to remembering how 

to ride a bike (Ashcraft & Radvansky, 2005)? 

For studying Obstruction and Facilitation of the Design Process, researchers could investigate the 

cognitive process that govern the observed interventions in the designers, rather than only relating 



DRAFT – not for distribution – 2018.11.26 
Andersen, Piccolo, Maier. Corresponding author: Emil Andersen, emand@dtu.dk 
Improving Deductive Studies of Human Behaviour in Design through Cognitive Science – A Review and Look 
Forward 

9 
 

the findings to the objects that facilitate or obstruct. For example, do examples stimulate memory 

processing or creative problem solving?  

For studies of Perception of Designed Artefacts, researchers could elaborate how the various 

product appraisals are related to the product characteristics’ priority in the attention and memory 

system. For example, researchers could ask whether product characteristics that are associated with 

higher aesthetic appeal result in easier storage in memory or higher capture of attention, as has been 

shown for studies of emotional stimuli and stimuli with a salient colour amongst others (Theeuwes, 

1992, Öhman et al, 2001a; 2001b; Andersen & Maier, 2016; Wolfe & Horowitz, 2017). 

Finally, as noted above, an advantage of using cognitive mechanisms as a framework is that it 

allows researchers to more easily compare across studies. In time, the use of cognitive mechanisms 

may thus give a holistic picture of the designer and how certain aspects of designed artefacts 

interact with the mechanisms underlying our general experience of the world. 

Distinguishing between Conscious and Non-Conscious Behaviour 
A related framework of cognitive processing lies in distinguishing between conscious and non-

conscious processing and noting their relative impacts on behaviour. In particular, Dual Process 

theories of reasoning (Evans, 2003; 2011) and decision-making (Kahneman & Frederick, 2003) 

may aid design researchers in classifying the observed behaviours. While several varying theories 

exist under the Dual Process framework, all share in common the notion that our minds consist of 

two distinct systems: System 1, which governs fast, automatic and non-conscious processes, and 

System 2, which governs slow and deliberate processes that require conscious control (Evans, 

2011). Research in cognitive psychology and related fields have used the various Dual Process 

frameworks to great effect in uncovering several key aspects of decision-making, such as our 

deviations from rationality (Tversky & Kahneman, 1974; 1981) and the possible extent and 

boundaries of expertise (Kahneman & Klein, 2009; Shanteau, 1988; 1992), several of which can be 

translated to or inspire future studies in design research.  

For example, studies of designer characteristics could use Dual Process accounts to explain the 

transition from novice to expert, as previous research has shown that expertise is in part due to the 

transfer of behaviours from conscious to non-conscious control (Simon, 1992). Alternatively, 

studies of obstruction and facilitation of the design process could investigate whether the observed 

effects were due to effects on conscious or non-conscious behaviour. For example, studies could 

investigate whether the use of examples causes activation of System 2, thereby causing more 

deliberation, or whether biases such as design fixation are due to non-conscious processes that are 
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outside conscious awareness of the designers. Studies of the perception of designs may take the 

distinction a step further, as the study of conscious versus non-conscious contributions to perception 

has been elaborated further yet within the field of consciousness research. By combining both 

cognitive science and neuroscience, research in this field has resulted in several theories of general 

consciousness (Baars & Franklin, 2007; Dehaene et al., 2014), as well as compelling evidence for 

the presence of several distinct types of consciousness (Block, 1995) and high level processing 

outside of consciousness (Hassin, 2013). As such, research on the perception of designed artefacts 

would benefit from knowing the relative impacts on product perception by both those 

characteristics that participants have report and those that lie outside of their conscious access.  
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 Table 2: Studies of D

esigner C
haracteristics 

 
 

A
uthors 

Topic 
Sub-Topic 

Experim
ent Task(s) 

R
ijn et al., 2006 

C
ognition and Perform

ance 
C

ultural D
ifferences 

C
ontext-M

apping Task 
G

reenw
ay, 1990 

C
ognition and Perform

ance 
D

esign A
ptitude 

Six Potential A
ptitude Tests* 

Y
ang &

 C
ham

, 2007 
C

ognition and Perform
ance 

D
raw

ing Skill 
Sketching Task 

Johnson et al., 2014 
C

ognition and Perform
ance 

Em
pathy 

C
oncept G

eneration Task 
Toh et al., 2016 

C
ognition and Perform

ance 
O

w
nership 

D
esign Task, C

oncept Evaluation Task 
Toh et al., 2016 

C
ognition and Perform

ance 
O

w
nership 

D
esign Task, C

oncept Evaluation Task 
Toh &

 M
iller, 2016 

C
ognition and Perform

ance 
Personality Traits 

Idea G
eneration Task 

Toh &
 M

iller, 2016 
C

ognition and Perform
ance 

R
isk A

ffinity 
Idea G

eneration Task 
H

irschi &
 Frey, 2002 

C
ognition and Perform

ance 
Short Term

 M
em

ory 
Problem

-Solving Task 
Field, 2007 

C
ognition and Perform

ance 
Spatial A

bility 
D

esign C
ourse 

H
o et al., 2006 

C
ognition and Perform

ance 
Spatial A

bility 
Problem

-Solving Task 
U

lusoy, 1999 
C

ognition and Perform
ance 

Spatial A
bility 

D
esign Task 

Lera, 1981 
C

ognition and Perform
ance 

V
alue Theory 

D
esign Task 

Eckert et al., 2011 
D

esigner A
nalysis Strategy 

N
otion Function 

Functional A
nalysis Task 

N
ikander et al., 2014 

D
esigner A

nalysis Strategy 
O

w
nership Effect 

D
esign Task, D

esign R
ating 

K
okotovich &

 Purcell, 2000 
D

esigner vs N
on-D

esigner 
C

reativity 
D

esign Task 
Pow

ell &
 N

ew
land, 1994 

D
esigner vs N

on-D
esigner 

Learning Styles 
Learning Task 

Portillo &
 D

ohr, 1989 
Expert vs N

ovice 
A

dvancem
ent of Thoughts 

M
easure of D

esigning Q
uestionnaire 

A
hm

ed &
 C

hristensen, 2009 
Expert vs N

ovice 
A

nalogy U
se 

D
esign Task 

B
all et al., 2004 

Expert vs N
ovice 

A
nalogy U

se 
Idea G

eneration Task 
G

onçalves et al., 2013 
Expert vs N

ovice 
A

nalogy U
se 

Preference A
ssesm

ent Task 
A

hm
ed &

 W
allace, 2004 

Expert vs N
ovice 

A
w

areness 
D

esign Task 
A

tm
an et al., 1999 

Expert vs N
ovice 

B
ehavioural Strategies 

D
esign Task 

G
öker, 1997 

Expert vs N
ovice 

B
ehavioural Strategies 

D
esign Task 

G
osnell &

 M
iller, 2016 

Expert vs N
ovice 

C
reativity 

D
esign C

oncept Evaluation Task 
M

enezes &
 Law

son, 2006 
Expert vs N

ovice 
D

escription 
Sketch D

escription Task 
A

hm
ed et al., 2003 

Expert vs N
ovice 

D
esign Task A

pproach 
D

esign Task 
G

ünther &
 Ehrlenspiel, 1999 

Expert vs N
ovice 

Education Influence 
D

esign Task 
V

erm
illion et al., 2015 

Expert vs N
ovice 

Education Influence 
Problem

-Solving Task 
V

isw
anathan &

 Linsey, 2013 
Expert vs N

ovice 
Effect of Fixation 

Idea G
eneration Task 

O
narheim

 &
 C

hristensen, 2012 
Expert vs N

ovice 
Effect of V

isual C
om

plexity 
Idea G

eneration Task 
B

ailey, 2007 
Expert vs N

ovice 
K

now
ledge about D

esign 
D

esign Task 
V

erm
a, 1997 

Expert vs N
ovice 

K
now

ledge about D
esign 

D
esign C

ourse 
B

ooth et al., 2015 
Expert vs N

ovice 
Perform

ance 
Product D

issection Task 
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 K

im
 et al., 2007 

Expert vs N
ovice 

Problem
 Solving 

D
esign Task 

Seitam
aa-H

akkarainen &
 

H
akkarainen, 2001 

Expert vs N
ovice 

Problem
 Solving 

D
esign Task 

D
em

irbaş &
 D

em
irkan, 2003 

Learning Strategy 
D

esign Studio Stages 
D

esign C
ourse 

N
ew

land et al., 1987 
Learning Strategy 

K
olb &

 Leary's Theories 
K

olb's LC
I and LaForge &

 Suczek's Interpersonal 
C

hecklist 
C

ash &
 H

icks, 2013 
Practice vs Lab 

Perform
ance 

D
esign Task 

C
arroll et al., 1979 

Problem
-Solving Strategy 

D
ecom

position 
D

esign Task 
Y

ilm
az et al., 2015 

Problem
-Solving Strategy 

H
euristics 

D
esign Task 

Eckersley, 1988 
Problem

-Solving Strategy 
Inform

ation processing 
D

esign Task 
A

kin &
 A

kin, 1996 
Problem

-Solving Strategy 
Sudden M

ental Insight 
Think A

loud D
esign Task 

Sosa &
 M

arle, 2013 
Team

 C
haracteristics &

 Perform
ance 

Fam
iliarity and C

reativity 
D

esign Exercise 

C
ash et al., 2017 

Team
 C

haracteristics &
 Perform

ance 
Q

uestion-asking training and 
H

eterogenity 
D

esign Task 

*A
 visual m

em
ory task, a D

esign Task, a draw
ing task, a picture com

pletion task, the K
hatena-Torrance C

reative Perception Inventory, the C
alifornia Psychological Inventory 
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 Table 3: Studies of Facilitation and O

bstruction of the D
esign Process 

 
A

uthors 
Topic 

Sub-Topic 
Experim

ent Task(s) 
D

ahl et al., 2000 
C

ognitive Technique 
V

isualisation 
D

esign task 
D

ahl et al., 2000 
C

ognitive Technique 
V

isualisation 
D

esign Task 
B

usseri &
 Palm

er, 2000 
C

ollaboration 
A

ssessm
ent 

D
esign Task 

D
'A

stous et al., 2004 
C

ollaboration 
D

esign Evaluation M
eetings 

D
esign Evaluation M

eetings 
Perttula et al., 2006 

C
ollaboration 

Idea-exchanging and Perform
ance 

Idea G
eneration Task 

W
etm

ore et al., 2010 
C

ollaboration 
Inform

ation Sharing 
D

esign R
eview

 Task 
Steen et al., 2013 

C
ollaboration 

Interactive Sim
ulation 

D
esign Task 

M
itchell et al. 2016 

C
ollaboration 

O
riginality of Ideas 

Idea G
eneration Task 

M
itchell et al. 2016 

C
ollaboration 

Q
uantity of Ideas 

Idea G
eneration Task 

C
ash et al., 2017 

C
ollaboration 

Q
uestion-A

sking Training and U
nderstanding 

D
esign Task 

Jang &
 Schunn, 2012 

C
ollaboration 

Supportive Tools 
D

esign Task 
C

hulvi et al., 2017 
C

ollaboration 
V

irtual vs. Face-to-Face 
D

esign Task 
O

stergaard et al., 2005 
C

ollaboration 
V

irtual vs. Face-to-Face 
D

esign R
eview

 Task 
R

eid &
 R

eed, 2007 
C

ollaboration 
V

isual A
ccess 

D
esign Task 

H
anna &

 B
arber, 2001 

C
om

puter U
se 

A
ttitude 

D
esign Task 

Savage et al., 1998 
C

onstraints 
External and Task Inherent C

onstraints 
D

esign Task 
Feng et al., 2014 

D
ecision B

ias 
A

bstraction 
Phenom

ena Selection and Evaluation Task 
Feng et al., 2014 

D
ecision B

ias 
A

bstraction 
Phenom

ena Selection and Evaluation Task 
O

narheim
 &

 C
hristensen, 2012 

D
ecision B

ias 
O

w
nership 

Idea G
eneration Task 

O
narheim

 &
 C

hristensen, 2012 
D

ecision B
ias 

V
isual C

om
plexity 

Idea G
eneration Task 

D
ong et al., 2004 

D
esign D

ocum
entation 

Perform
ance 

D
esign Task 

H
ow

ard et al., 2010 
D

esign Process 
C

haracteristics of Stages 
B

rainstorm
 M

eeting 
H

ow
ard et al., 2010 

D
esign Process 

C
haracteristics of Stages 

B
rainstorm

 M
eeting 

M
c N

eill et al., 1998 
D

esign Process 
C

haracteristics of Stages 
D

esign Task 
M

c N
eill et al., 1998 

D
esign Process 

C
haracteristics of Stages 

D
esign Task 

Y
ang, 2009 

D
esign Process 

C
haracteristics of Stages 

D
esign Task 

A
lexiou et al., 2009 

D
esign Process 

C
om

parison to Problem
-Solving 

D
esign Task, Problem

-Solving Task 
Thim

m
aiah et al., 2017 

D
esign R

eview
 

D
esign Errors 

D
esign R

eview
 Task 

Savoie &
 Frey, 2012 

D
esign R

eview
 

D
esign of Experim

ents Types 
D

esign Task 
H

eylighen et al., 1999 
D

esign Studio 
C

onceptual D
esign 

D
esign Task 

V
asconcelos et al., 2017 

Exam
ples &

 Inform
ation 

A
bstract or C

oncrete 
Idea G

eneration Task 
C

ila et al., 2014 
Exam

ples &
 Inform

ation 
C

hoice of Exam
ple 

D
esign Task 

C
ila et al., 2014 

Exam
ples &

 Inform
ation 

C
hoice of Exam

ple 
D

esign Task 
Liikanen &

 Perttula, 2010 
Exam

ples &
 Inform

ation 
C

ontextual Inform
ation 

Idea G
eneration Task 
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 C

hristiaans &
 van A

ndel, 1992 
Exam

ples &
 Inform

ation 
D

etail Level 
D

esign Task 
Fu et al., 2010 

Exam
ples &

 Inform
ation 

D
etail Level 

D
esign Task 

K
eshw

ani &
 C

hakrabarti, 2017 
Exam

ples &
 Inform

ation 
D

etail Level 
D

esign Task 
C

han et al., 2014 
Exam

ples &
 Inform

ation 
D

istance 
n/a 

C
hiu &

 Shu, 2012 
Exam

ples &
 Inform

ation 
D

istance 
D

esign Task 
K

eshw
ani &

 C
hakrabarti, 2017 

Exam
ples &

 Inform
ation 

D
istance 

D
esign Task 

Perttula &
 Sipilä, 2007 

Exam
ples &

 Inform
ation 

D
istance 

D
esign Task 

D
a Silva et al., 2015 

Exam
ples &

 Inform
ation 

Exam
ples for Ecodesigners 

D
esign Sim

ulation Task 
D

avies C
ooper &

 C
ooper, 1984 

Exam
ples &

 Inform
ation 

Exam
ples for Inform

ation D
esigners 

D
esign Task 

A
tilola et al., 2015 

Exam
ples &

 Inform
ation 

Fixation 
D

esign Task 
Jannson &

 Sm
ith, 1991 

Exam
ples &

 Inform
ation 

Fixation 
D

esign Task 
Linsey et al., 2010 

Exam
ples &

 Inform
ation 

Fixation 
D

esign Task 
N

eroni et al., 2017 
Exam

ples &
 Inform

ation 
Fixation 

D
esign Task 

V
isw

anathan &
 Linsey, 2012 

Exam
ples &

 Inform
ation 

Fixation 
Idea G

eneration Task 
V

isw
anathan &

 Linsey, 2013 
Exam

ples &
 Inform

ation 
Fixation 

D
esign Task 

V
isw

anathan et al., 2014 
Exam

ples &
 Inform

ation 
Fixation 

D
esign Task 

López-M
esa et al., 2011 

Exam
ples &

 Inform
ation 

Form
 of Exam

ples 
Idea G

eneration Task 
Sancar, 1996 

Exam
ples &

 Inform
ation 

Integrative/G
enerative Strategy Exam

ples 
D

esign Task 
Egan et al., 2015 

Exam
ples &

 Inform
ation 

Inter-Level C
ausal M

echanism
s 

D
esign Task 

C
asakin &

 G
oldschm

idt, 1999 
Exam

ples &
 Inform

ation 
N

ovices vs. Experts 
D

esign Task 
Egan et al., 2015 

Exam
ples &

 Inform
ation 

Param
etric System

s R
elationships 

D
esign Task 

van R
ijn et al., 2011 

Exam
ples &

 Inform
ation 

Presentation Form
 

D
esign Task 

López-M
esa et al., 2011 

Exam
ples &

 Inform
ation 

Stim
uli vs. Problem

-Solving Style 
Idea G

eneration Task 
A

tm
an &

 B
ursic, 1996 

Exam
ples &

 Inform
ation 

Teaching M
aterials 

D
esign Task 

C
husilp &

 Jin, 2005 
Iteration 

C
onceptual D

esign 
D

esign Task 
B

airaktarova et al., 2017 
Physical C

om
ponents 

Effect of Experience 
D

esign Task 
V

isw
anathan &

 Linsey, 2012 
Physical C

om
ponents 

M
ental M

odels 
Idea G

eneration Task 
B

airaktarova et al., 2017 
Physical C

om
ponents 

Perform
ance 

D
esign Task 

She &
 M

acD
onald, 2014 

Prim
ing 

Ideation 
Idea G

eneration Task 
Fricke, 1999 

Problem
 Form

ulation 
C

om
pleteness 

D
esign Task 

N
adler et al., 1989 

Problem
 Form

ulation 
C

oversion of Problem
 

D
esign Task 

B
ooth et al., 2015 

Product D
issection 

Enum
eration 

Product D
issection Task 

Toh et al., 2014 
Product D

issection 
Idea A

m
ount and N

ovelty 
D

esign Task 
Toh et al., 2015 

Product D
issection 

Learning 
Product D

issection Task 
Toh et al., 2014 

Product D
issection 

Participation and N
ovelty 

D
esign Task 

Toh et al., 2014 
Product D

issection 
Product Type and N

ovelty 
D

esign Task 
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 Toh et al., 2015 

Product D
issection 

V
irtual vs. Physical and Self-Efficacy 

Product D
issection Task 

R
öm

er et al., 2000 
Sketching 

Effect on M
ental R

epresentation 
D

esign Task 
V

erstijnen et al., 1998 
Sketching 

Effect on Process 
M

ental Im
agery Task 

B
ilda &

 G
ero, 2007 

Sketching 
Perform

ance 
D

esign Task 
Schütze et al., 2003 

Sketching 
Perform

ance 
D

esign Task 
Y

ang, 2009 
Sketching 

Perform
ance 

D
esign Task 

Schaffhausen &
 K

ow
alew

ski, 2015 
U

ser N
eeds 

N
eed Q

uantity pr. Person and Q
uality 

N
eed Statem

ent Task 
Schaffhausen &

 K
ow

alew
ski, 2015 

U
ser N

eeds 
Participant Q

uantity and Q
uality 

N
eed Statem

ent Task 
Schaffhausen &

 K
ow

alew
ski, 2015 

U
ser N

eeds 
Self-R

ated Expertise and Q
uality 

N
eed Statem

ent Task 
D

avies, 1995 
V

erbalisation 
D

esign Process 
D

esign Task 
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 Table 4: Perception of D

esigned A
rtefacts 

 
 

A
uthors 

Topic 
Sub-Topic 

Experim
ent Task(s) 

Stam
ps,1999 

A
esthetics 

A
rchitechture D

etail Perception and V
an der Laan Septives 

Pair-W
ise Evaluation Task 

A
l-A

zzaw
i et al., 2007 

A
esthetics 

C
om

parison of O
ptions 

Free Sorting Task 
B

lijlevens et al., 2013 
A

esthetics 
D

eviation from
 'Prototype' 

Product Evaluation Task 
Lugo et al., 2016 

A
esthetics 

G
estalt 

Product Evaluation Task 
V

alencia-R
om

ero &
 Lugo, 2017 

A
esthetics 

G
estalt 

Product Evaluation Task 
V

alencia-R
om

ero &
 Lugo, 2017 

A
esthetics 

G
estalt 

Product Evaluation Task 
V

alencia-R
om

ero &
 Lugo, 2017 

A
esthetics 

G
estalt 

Product Evaluation Task 
Faerbar &

 C
arbon, 2013 

A
esthetics 

Im
itation vs. O

riginal 
Product Evaluation Task 

D
a Silva et al., 2015 

A
esthetics 

K
now

ledge of D
esigner Intention 

Product Evaluation Task 
C

oughlan &
 M

ashm
an, 1999 

A
esthetics 

N
ovelty 

D
esign Evaluation Task 

H
ung &

 C
hen, 2012 

A
esthetics 

N
ovelty 

Sorting Task 
Ludden et al., 2012 

A
esthetics 

V
isual-Tactual Incongruity 

Product Interaction 
Phillips, 1982 

C
hild Perception 

D
esign Education 

Product Evaluation Task 
Phillips, 1982 

C
hild Perception 

G
ender 

Product Evaluation Task 
D

u &
 M

acD
onald, 2014 

C
ognition Predicting Perception 

Im
portance R

ating 
Feature R

ating Task 
D

u &
 M

acD
onald, 2014 

C
ognition Predicting Perception 

N
oticibility of C

hange 
Feature R

ating Task 
D

ong &
 Lee, 2008 

C
ognition Predicting Perception 

W
ebpage U

sage 
W

ebpage U
se Task 

B
ezaw

ada et al., 2017 
C

om
fort 

Physical Equipm
ent 

Engineering Task 
B

lijlevens et al., 2009 
D

istinguishing B
etw

een Products 
C

ategorization 
Product Evaluation Task 

Jordan &
 Persson, 2007 

D
istinguishing B

etw
een Products 

C
ategorization 

O
dd-O

ne-O
ut Selection 

Task 
D

em
ir et al., 2009 

Em
otion 

A
ppraisal Theory 

Product Interaction Task 
Spence &

 Zam
pini, 2007 

Em
otion 

A
uditory C

ues 
Product Evaluation Task 

M
iesler et al., 2011 

Em
otion 

C
uteness 

Product Evaluation Task 
M

ata et al., 2017 
Em

otion 
D

esire to O
w

n 
Product Evaluation Task 

M
ugge et al., 2009 

Em
otion 

Effort 
Product Evaluation Task 

D
esm

et, 2012 
Em

otion 
Positive Em

otion 
Product Evaluation Task 

M
unoz &

 Tucker, 2016 
Em

otion 
Sem

antic Structure 
Lecture V

iew
ing 

M
ata et al., 2017 

Em
otion 

Shape 
Product Evaluation Task 

Tsai et al., 2008 
Em

otion 
U

ncertainty 
Product Evaluation Task 

C
aldw

ell et al., 2012 
Interpretability 

Function Type 
C

lassification Task 
C

aldw
ell et al., 2012 

Interpretability 
Language Specificity 

C
lassification Task 

B
lackler et al., 2003 

Intuitiveness 
Experience w

ith Product 
Product U

se Task 
Lin &

 Y
ang, 2010 

M
etaphor 

M
em

ory 
Product Evaluation Task 
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 R

hodes &
 Pow

ell, 1994 
N

arrative 
A

rchitecture V
ideos 

V
ideo R

etelling Task 
R

hodes et al., 1992 
N

arrative 
A

rchitecture V
ideos 

V
ideo R

etelling Task 
W

ei et al.,2014 
Perceived Q

uality 
C

olour 
Product Evaluation Task 

M
ugge &

 Schoorm
ans, 2012 

Perceived Q
uality 

N
ovelty 

Product Evaluation Task 
Jordan &

 Persson, 2007 
Perception style 

Product Types 
Product Evaluation Task 

R
eid et al., 2013 

Presentation M
edium

 
C

om
puter Sketches, Sim

plified R
enderings and Silhouettes 

Product Evaluation Task 
D

u &
 M

acD
onald, 2015 

Purchase Intention 
C

ancellation-and-Focus D
ecision M

odel 
Product Evaluation Task 

W
an, 1987 

Purchase Intention 
C

ognitive D
issonance 

Product Evaluation Task 
M

acD
onald et al., 2009 

Purchase Intention 
C

rux and Sentinel A
ttributes 

Product Evaluation Task 
C

ho &
 K

im
, 2012 

Purchase Intention 
Flow

 
W

ebsite U
ser Test 

C
ho &

 K
im

, 2012 
Purchase Intention 

Self-C
ongrueity 

W
ebsite U

ser Test 
Lee et al., 2015 

Sustainability Judgm
ents 

C
ar C

olour 
Product Evaluation Task 

Lee et al., 2015 
Sustainability Judgm

ents 
C

ar Em
blem

 
Product Evaluation Task 

G
oucher-Lam

bert et al., 2017 
Sustainability Judgm

ents 
Em

otion and M
oral 

Product Evaluation Task 
G

oucher-Lam
bert &

 C
agan, 2015 

Sustainability Judgm
ents 

K
now

ledge of Im
pact 

Product Evaluation Task 
R

eid et al., 2010 
Sustainability Judgm

ents 
Line C

hanges 
Product Evaluation Task 

G
oucher-Lam

bert &
 C

agan, 2015 
Sustainability Judgm

ents 
M

onetary Investm
ent 

Product Evaluation Task 
R

eid et al., 2010 
Sustainability Judgm

ents 
N

ature Likeness 
Product Evaluation Task 

Sacharin et al., 2011 
Sustainability Judgm

ents 
Safety 

Product Evaluation Task 
Jakesch et al., 2011 

Tactile evalation 
M

ulti-M
odality &

 Perform
ance 

Sensory Evaluation Task 
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Method Portfolio 
As our second measure of diversity, we investigated the degree to which studies employed the same 

or similar methods to each other. This measure was included as lower diversity in methods vastly 

simplifies comparison across studies, thereby allowing for easier interpretation on the strength of 

evidence on the relationship between phenomena. While having several studies on the same topic 

and sub-topic is important for elucidating the various aspects of the constructs and for ensuring that 

findings are not due to random observations, as elaborated in the above discussion on replication, it 

is thus similarly important that the studies share methodology that allows for the studies to be 

comparable. Therefore, the diversity of methods, meaning sampling methods, experiment tasks, and 

outcome variables were reviewed. 

Sampling methods 

To measure the diversity of sampling methods, we classified each study with regards to the 

sampling method, the experiment task that the participants would be performing, and the outcome 

variable analysed to test the hypothesis. Furthermore, the exact methods employed were noted 

down and investigated to evaluate the comparability across studies. Of the 150 studies included in 

the review, two studies used the exact same sampling method (Kolb’s LCI) to measure their 

outcome (Newland et al., 1987; Powell & Newland, 1994). As such, while the overall method 

category and object of the study was fairly consistent across categories, all but two studies created 

their own paradigm from scratch to investigate their hypothesis/hypotheses. Three major problems 

could arise with such diversity of outcomes: 

First, for studies involving design tasks, wherein participants (usually designers or design students) 

complete a design assignment, the discrepancy across studies in the exact design task employed is 

problematic due to the variable nature of design. Indeed, a considerable body of work has described 

how different design tasks are associated with different ability requirements, cognitive employment 

amongst others. However, the fact that newly developed design tasks were employed in all design 

tasks in the reviewed studies suggests that design tasks are assumed to be sufficiently homogeneous 

to be compared, even if they differ substantially. Given such a discrepancy, it seems worthwhile for 

future research to clarify the extent to which design tasks can differ without significant adverse 

effects to the comparability of their outcomes. In a previous review on Design Fixation (the 

‘Fixation’ sub-topic in this review), Vasconcelos & Crilly (2016) noted that the phenomena had 
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been investigated with such diverse methods that results were barely comparable across studies. 

They concluded that this may have caused the prevalence of contradictory findings with regards to 

the effect of design fixation, and that these contradictions could not reasonably be resolved without 

new studies that employed more similar designs. Given that ‘Fixation’ is the sub-topic that has been 

investigated by the most hypotheses, it should be expected that other topics and sub-topics would be 

subject to the difficulties with regards to interpretation. In other words, if one study contradicts 

another, a lingering doubt should remain with regards whether it was due to differences in sampling 

that was the cause, as long as the study methodologies differ. 

As an extension of this, the second problem with design tasks lies in the rating system employed in 

most of these studies. A considerable body of research has shown that designers are quite unique 

with regards to style and evaluations. Indeed, one may consider this a major contribution of the 

design research field. However, when it comes to employing “expert evaluation”, which our results 

show to be a very common method, as the measure of the quality of participant’s design, these 

differences are not taken into account. As with differences in design tasks, such possible differences 

in expert evaluations puts into question whether the findings were due to the proposed phenomena 

or the characteristics of the evaluator. 

Third, a similar problem can be observed with regards to cognitive measures of designers. A 

considerable amount of effort is dedicated to establishing the minute differences across different 

cognitive aspects in psychology. As the most well-known example, IQ is measured differently by 

different IQ tests, with the WAIS measuring full-range IQ and Raven’s Matrices measuring mostly 

mathematical spatial abilities. While both relate to the same construct (IQ), no psychologist would 

compare two studies using these two different tests without considerable consideration. In the same 

vein, some hesitation should be included before interpreting across cognitive measures that were not 

deduced from the same instruments. 

Looking Forward Through Cognitive Psychology: Method Coherence 

In the following, we offer suggestions from cognitive psychology for alleviating the above stated 

problems of method coherence. It is suggested that many problems could be solved rapidly by the 

individual researchers, while others will require larger efforts through dedicated future projects. 

Replicating Previous Studies 
In the same manner that replicating studies with regards to topic and sub-topic could improve 

understanding and reliability of previous findings, replication of methodology stands to improve 
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understanding and reliability of the topic investigated by increasing the comparability across 

studies. To do so, researchers should look to replicate studies using the exact paradigms of 

preceding studies. When doing variations of a study, researchers should attempt to change as few 

things as possible and only with a specific purpose in mind. As an example of done effectively, 

Brosch & Sharm (2005) replicated Öhman et al., (2001), but also performed a variation of the 

original study where stimuli were changed while maintaining the structure. As a result, Brosch & 

Sharma could confidently say that the variation were due to the variation in stimuli. Another 

prominent example from attention research comes in Benoni & Tsal (2010), who ensured to first 

replicate the findings of (Lavie & Tsal, 1995), with a paradigm that closely mimicked the studies, 

but allowed for variations. This approach allowed the authors to make confident statements about 

the discrepancy between results, eventually resulting in a different theory being proposed. 

Similarly, studies in design research could replicate e.g. the design tasks used in previous studies, 

thereby creating increased confidence when analysing any discrepancies between studies that may 

arise.  

Developing Robust Paradigms 
Naturally, one may ask “which study should serve as the base for replication?”. Given that several 

studies have been invented at the present stage of design research, this is very valid question indeed. 

In the short term, research may simply choose whichever study best fits their intentions. In the long 

term however, efforts could be made to have dedicated research projects that have as their objective 

to create methods that are robust and measure their constructs reliably. Such studies represent a 

large proportion of the psychological literature, many of which end up in commercially viable 

products. Design research may then be an authority on core subjects not only due to the published 

research, but also as a result of their reliable measures of that can be useful for other research 

groups.   

Conclusion 
Research in Human Behaviour in Design remains a vital part of the design research community. 

Several decades of deductive studies have been conducted, yielding substantial insights into both 

the creators and perceivers of the artificial. A review was conducted of all deductive studies in 

seven prominent journals in the period 1979-2017 to investigate the portfolio of topics and methods 

as a measure of scientific rigour. The results showed that, upon further inspection, the field is highly 
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diverse with regards to topics, sub-topics and methodology.  However, by building future research 

on theoretical and methodological approaches used in the neighbouring field of cognitive 

psychology, the field of Human Behaviour in Design is positioned to become a leading authority on 

both the creators and perceivers of the artificial. 

 

It was found that the studies were highly diverse at the sub-topic level in all categories, and at the 

topic level for studies of Obstruction and Facilitation of the Design Process and Perception of 

Designed Artefacts, which could lead to slower theory development. For the method review, each 

category was reviewed on the diversity in experiment tasks, sampling methods and outcome 

variables. It was found that the field was highly diverse in methodology used, with only two studies 

employing the exact same methodology. For both the findings on topic and methods, it is proposed 

that research could be improved by drawing inspiration from and incorporating findings and 

methodology from cognitive science. 
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3.1. Chapter Introduction 
In the previous chapter, deductive studies on human behaviour in design were reviewed, and the 

potential benefit of using theoretical and methodological insights from cognitive science was 

established. In alignment with this finding, this chapter presents and applies select cognitive 

theories of attention, and their methodological underpinnings, which could benefit design research 

due to the relevance of the attention system for how information is processed.  

In emergencies, operators and decision makers are often required to obtain correct information at a 

fast pace to avoid adverse events. For example, operators of nuclear power plant control rooms need 

to find and report correct values pertaining to e.g. pressure or temperature as part of the diagnosing 

procedure. The cognitive mechanism which plays the biggest role in determining which pieces of 

information that enter consciousness is the attention system (Baars & Franklin, 2007; Dehaene et 

al., 2014; Lamme, 2003). Consequently, the design of visual interfaces would benefit from being as 

optimised as possible towards ensuring that users will be able to direct their attention in an efficient 

manner when viewing them. However, the allocation of attention is influenced by a wide variety of 

forces, which interplay to determine the final allocation (Bundesen & Habekost, 2008). Therefore, 

knowing which aspects of attention that are especially influential for any given design case is of 

great importance for ensuring fast and accurate performance. A large amount of research has been 

conducted within the various fields of attention research, which has resulted in a wide variety of 

topic-specific (e.g. Lavie & Tsal, 1994) and general theories of attention (e.g. Bundesen, 1990; 

Wolfe, 2007). As discussed previously, however, these theories are seldom considered by designers 

when constructing interfaces, perhaps due to the studies from which they are deduced taking place 

in a highly controlled laboratory environment rather than applied cases. In response to this absence 

of translating theory to practice, the work conducted in this PhD project on attention allocation 

attempted to both summarise research in attention research in a way that is more accessible to 

practitioners and to test predictions from attention theory in more applied contexts. Furthermore, the 

research was done using research methodology based on the paradigms used in experimental 

psychology, but adapted to better fit a more applied context so as to increase ecological validity. 

Through this application of attention theory and methodology, the research in this thesis produced 

findings that were new to attention theory, design research, and design practice. 

The present chapter contains four papers that cover these aspects to varying degrees. Before 

outlining the original research, however, three foundational concepts are briefly outlined that are 
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vital for understanding the attention system: Capacity, processing and modularity. To illustrate 

these concepts, consider a basic visual search task where an operator is attempting to find a critical 

piece of information in a table. In other words, what the operator is trying to accomplish is to find 

one specific piece of information amongst many similar pieces. The first concept, capacity, refers to 

the fact that you will only be able to inspect a few pieces of information (usually 3-4 pieces, 

Sperling, 1960) in your search at any given time. This constraint is central to much of attention 

theory, as it establishes attention's role as the allocator of sparse resources (Bundesen & Habekost, 

2008). The second concept, processing, refers to the manner with which allocation of attention 

occurs. Two major types of processing bear relevancy for the presented research: The first is serial, 

one-by-one search (first discovered by Sternberg, 1966). In the aforementioned search task, this 

would equate to the operator considering one piece of information at a time, eventually stopping 

when the desired information is obtained. The second is search facilitated by pre-attentive 

processing which allows for parallel processing due to the information 'popping out' in an attribute 

such as colour (first discovered by Treisman & Gelade, 1980). In the visual search task, this equates 

to the operator scanning all pieces of information before directing attention, which allows for more 

efficient search. The third concept, modularity, refers to the fact that attentional mechanisms, 

including capacity and processing type, can be modulated by external factors, such as cognitive and 

visual load (Lavie & Tsal, 1994). This means that pieces of information that the operator is capable 

of processing at one time, as well as the manner with which the operator searches for information, 

can differ depending on the context. This is particularly important for the present thesis, as 

emergencies often are associated with increased cognitive load. In sum, attention is the mechanism 

responsible for deploying sparse resources in either a serial or parallel manner, depending on the 

objects that it is allocated and the context. Having established these concepts, the papers in this 

chapter, which all have at their basis these fundamental aspects of attention, are now outlined. 

3.2. Research and Findings 
The first paper (Paper 2/ Andersen & Maier, 2016) outlines the most important object 

characteristics that capture our gaze and factors that modulate this capture. Furthermore, the paper 

offers suggestions for how these findings could be used by designers to create visual interfaces that 

more efficiently deploy attention. The characteristics included were: Emotion, contrast, 

meaningfulness, faces, onset of new stimuli, and task-relevance. The modulating factors included 

were mental load (previously referred to in this thesis as cognitive load), visual load, and alertness. 

By outlining these factors, the paper serves as a basis for both practitioners and design researchers 



51 
 

who seek to understand where people direct their gaze, due to the relation between attentional 

allocation and gaze direction. 

The second and third paper (Paper 3/ Andersen & Maier, 2017; Paper 4/ Andersen & Maier, 

submitted) investigated the extent to which six colours (red, blue, yellow, green, purple, orange) can 

guide attention in a complex display. Previous research has shown that colour can guide and capture 

attention (Wolfe & Horowitz, 2017), but thus far no studies have investigated whether specific 

colours guide attention differently. Therefore, we created a visual search paradigm where 

participants search for a specific coloured circle amongst 19 other coloured circles, indicating 

whether the target circle is present or not. A display could contain one coloured target circle and 

between one and four other coloured circles. Both studies showed different guidance and capture 

for specific colours, with red being found consistently fastest and orange and purple being found 

consistently slower. Andersen & Maier (submitted) expanded upon the sample size and analysis of 

Andersen & Maier (2017), measuring whether the difference in individual guidance interacted with 

the visual complexity, measured as the amount of different colours present in the display. 

Consistent with predictions from Load Theory (Biggs et al., 2015), it was found that the difference 

in guidance increased as complexity increased. The results have implication for both attention 

theory, which thus far has only considered colour as a category, rather than studying specific 

colours, and for application, where the use of colour is common practice as a means for improving 

performance. 

The fourth paper (Paper 5/ Andersen et al., submitted) investigated which of a series of compatible 

and contradictory predictions from attention theory would hold in a complex display with objects 

that resemble the objects likely to be found in a real life nuclear control room display. As with the 

two previous papers, the study investigated design relevant predictions from attention theory in a 

setting that was more applied than usual attention research paradigms, but was controlled enough to 

allow testing of specific theoretical predictions. Specifically, the study tested predictions from 

Feature Integration Theory (Treisman & Gelade, 1980), Load Theory (Lavie & Tsal, 1994) and 

Dilution Theory (Benoni & Tsal, 2010; Tsal & Benoni, 2010), as well as specific predictions about 

the attentional guidance of colour (Paper 3/ Andersen & Maier, 2017; Paper 4/ submitted; Biggs et 

al., 2015; Wolfe & Horowitz, 2017). A new visual search task was created based on the objects 

found in a nuclear power plant control room aligned in a manner that mimicked the experimental 

paradigms of the aforementioned attention studies. This allowed for testing specific predictions of 
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the theories in a more complex and realistic display. The results showed that several predictions 

from attention theory could generalise to a more complex display. Notably, the prediction of 

Feature Integration Theory regarding search under high and visual load was accurate for both 

experiments, which was reflected in the fact that irrelevant distracting objects did not slow affect 

search. These findings, as with the previous studies thus have implication for designing of visual 

interfaces that are aligned with the natural tendencies of our attentional system. Furthermore, our 

results give cadence to a recent critique of Load Theory (Benoni & Tsal, 2010; Kyllingsbæk et al., 

2011), and thus have a concrete impact on attention theory as well. 

3.3. Implications for Design Practice 
The four papers presented in this chapter have implications for how visual interfaces are designed, 

as guidelines are given based on attention theory, and tests of attention theory, on how attention is 

expected to be allocated. Designers looking to create complex visual interfaces for emergencies can 

apply the outlined theory and research findings with regards to the role of colour, cognitive load, 

visual load, visual dilution and the other factors reviewed in Andersen & Maier (2016). Through 

these insights, designer could for example increase the likelihood that critical information is seen by 

operators using complex interfaces by using colours that match the importance of the objects with 

their attentional guidance and capture. Based on the findings in Paper 3 and 4 (Andersen & Maier, 

2017; submitted), the highest priority object could thus be coloured red, whereas the least important 

object could be coloured purple. Furthermore, if several objects have equal importance, our findings 

could likewise guide designers to choosing colours that affect attention equally. The findings in 

Paper 4 and 5 (Andersen & Maier, submitted; Andersen et al., submitted) show that that this 

alignment is particularly important for the design of complex visual interfaces, as the observed 

differences in guidance by colour changed based on the visual load as induced by differences in the 

complexity of the display. 
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Abstract 
Visual information is vital for user behaviour and thus of utmost importance to design. 
Consequently, tracking and interpreting gaze data has been the target of increasing amounts of 
research in design science. This research is in part facilitated by new methods, such as eye-tracking, 
becoming more readily available. Visual attention is the principle mechanism that governs where 
we direct our gaze. Understanding the factors that influence how attention is directed is therefore 
necessary for understanding user intentions and gaze patterns.  
In this paper, we provide an overview of the characteristics and factors that have been 
experimentally shown to capture attention, as well as those factors that modulate the capture and 
direction of attention. We do so by drawing on the large body of evidence provided by cognitive 
psychology, as we believe this research area could potentially provide a source of untapped 
potential for design research and practice.  
Keywords: Attention, Design, Gaze, Eye-tracking, Visual Communication   
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1. Introduction 

Visual information is of utmost importance when designing products or interfaces for both leisure 
and labour, as users judge the perceived value based on appearance of the products or interfaces 
(Crilly et al., 2004). Consequently, visual processing has increasingly been the target of research 
within design science, especially as novel methods for tracking the visual operations of users have 
become more readily available. In particular, the use of eye-tracking devices has shown increasing 
promise, as such devices allow for real-time insights into the direction of the gaze. Examples 
include a wide range of topics such as: Navigating a website (Goldberg et al., 2002; McCarthy et 
al., 2004), reading a diagram for use in work (Störrle et al., 2014; Lohmeyer et al., 2015; Maier et 
al., 2015) or monitoring how operators perform in realistic simulations of high-stakes situations in a 
chemical laboratory (Sharma et al., 2016). Through such investigations of the user's gaze, 
researchers and designers alike have found a powerful tool for shaping products and interfaces in 
ways that allow users to operate in accordance with both their own and the producer's intentions. 
However, interpreting the reasons behind gaze movements is not always a straightforward task. 
Research, in particular from the field of cognitive psychology, has shown that the direction of our 
attention, and consequently our gaze, is not always under our control (Theeuwes et al., 1998). In 
this paper, we highlight characteristics that have been empirically investigated though rigorous 
cognitive experiments, and have been confirmed to capture attention. They are, in no particular 
order: Emotion (e.g. Öhman et al, 2001a; 2001b), contrast (usually colour, e.g. Treisman & Gelade, 
1980; Nordfang, 2013), meaningfulness (e.g. Biggs et al., 2012), faces (e.g. faces Ro et al., 2001), 
onset of new stimuli (Jonidese, 1981; Theeuwes, 1990; Theeuwes et al., 1998) and task-relevance 
(Hodsoll et al., 2011). Furthermore, we discuss external factors that impact how well we are able to 
direct our attention in accordance with our goals and to ignore distractors (Lavie & Tsal, 1994; 
Lavie et al., 2004; Geng, 2014). Using psychological principles to form the basis of design science 
has led to many fruitful insights in the past: For example, the gestalt laws and SRK (skills, rules, 
knowledge) principle, which is based on psychological insights, has informed design decisions of 
displays for the nuclear and oil industries (Lau et al., 2008; Weyer et al., 2010; Braseth & Øritsland, 
2013; Lau et al., 2008). Another example concept of functional fixedness (Duncker & Lees, 1945) 
has inspired a diverse and informative range of studies of what is now known as design fixation 
(Jansson & Smith, 1991; Purcell & Gero, 1996; Vasconecelos & Crilly, 2016). The present paper 
similarly aspires to inspire design research and practice: The papers selected in this overview 
seminal works in cognitive psychology have in common that they a) are extremely rigorous, and b) 
work under the assumption that, given the extreme rigour, their findings reflect basic psychological 
functions that reflect the way our brain is wired (and thus should be similar in all humans). In 
response to calls and movements for higher degrees of rigour in experimental design science 
(Papalambros, 2015; Cash et al., 2016), we hope that presenting these studies will inspire similar 
studies, as well as provide insights into how to interpret how gaze is captured. 
These aims are accomplished in four parts. First, we establish some basic fundamental aspects of 
attention for use in further discussion. Second, we describe visual features that have been 
experimentally shown to capture attention. Third, we establish factors that mediate the extent of this 
attentional capture. Fourth and finally, we discuss potential implications of the presented insights 
for designers and design researchers alike. 

2. Attention: Conceptual Fundamentals from Psychology 

Given the complexity and richness of the stimuli in our surroundings – be it the pages of a website 
or the dashboards of a control room – a key prerequisite for interacting with products and interfaces 
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is our ability to discriminate between relevant and irrelevant items, and to focus on the former while 
ignoring the latter. The processes and mechanisms that allow these selective operations are 
collectively referred to as attention, or selective attention (e.g. Deutsch & Deutsch, 1963). 
Furthermore, attention serves as a principle precursor for the movement of our gaze (Hoffman & 
Subramaniam, 1995; Kowler et al., 1995; Theeuwes et al., 1998), and we therefore largely frame 
our discussion around attention research.  
Despite our frequent use and sense of intuitive understanding of the concept and despite decades of 
research on the topic (Posner & Petersen, 1990; Bundesen & Habekost, 2008), attention has so far 
remained elusive in experimental psychology and it is a highly debated and researched topic in all 
variations of cognitive psychology – even to this date. However, two fundamental properties of 
attention have been established that are important for this paper: One relating to the limited capacity 
of attention, and another relating to how stimuli are selected when several are present. Each is 
considered in the following as they provide a basis for understanding the subsequent sections of this 
paper. 

2.1. Attention has Limited Capacity 

Given that attention is primarily intended as a function that selects some information while ignoring 
others, it follows naturally that the capacity of the attentional system be substantially limited in 
comparison to the vast number of stimuli in our surroundings. In humans, the process of focusing is 
generally extremely successful, and we are consequently only able to hold 3-4 objects in our visual 
attention at any given time (Sperling, 1960). However, this capacity may be increased by 
“chunking” objects together to form objects with larger amounts of information (Miller, 1956) such 
as when remembering an 8 single-digit number as 4 two-digit numbers. Nevertheless, the principal 
fundamental feature of the attention system is that it has limited capacity. 

2.2. Attention is Directed and Captured by Competing Stimuli 

The prevailing view on the way stimuli are selected for one of the limited slots of attentional 
capacity is that of Biased Competition (Desimone & Duncan, 1995). In this theoretical framework, 
when viewing a scene, our attention system assigns relevance scores to stimuli depending on their 
characteristics. Following this, stimuli with higher relevance scores are more likely (but not 
guaranteed) to win the competition and be selected by attention and thereby allowed further 
processing. The process has sometimes been envisioned as a stochastic race (for details on this 
model, see Bundesen (1990) and Bundesen & Habekost (2008)). The Biased Competition 
framework furthermore serves as a powerful metaphor for understanding gaze direction; gaze-
direction should be seen as inherently random, but skewed towards certain characteristics 
depending on the circumstances. In this light, the purpose of this paper is to summarise those 
characteristics that have been experimentally proven to consistently bias the competition towards 
certain gaze directions. 

 
3. Characteristics that Capture Attention 

Having defined some fundamentals of how attention works, we now turn to those characteristics 
that have been shown experimentally to capture attention. Possible confounding factors are listed 
and discussed where relevant. The characteristics are: Contrast, emotion and meaning, faces, onset 
of new stimuli and task-relevance. Outlining these characteristics serve as insights to consider when 
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interpreting gaze direction. Factors that mediate the characteristics' attentional capture are discussed 
in section four of the paper. 

3.1. Contrast  

As possibly the earliest characteristic that was identified to capture attention, the effect of contrast is 
observed when one object deviates substantially from its surroundings in colour or shape. While 
other physical features, such as gestalt laws (Moore & Fitz, 1993), aesthetics (Crilly et al., 2004) or 
concrete layout features (e.g. number of line crossings in diagrams, Maier et al., 2014) have proven 
relevant for design decisions, contrast, in particular between colours, has been especially important 
for, and well investigated by, experimental psychologists. For example: When searching for a target 
letter amongst a display of letters, a coloured singleton presented alongside letters of a different 
colour will become immediately available for attention. This finding was a fundamental part of one 
of the earliest theories of attention (The Feature Integration Theory, Treisman & Gelade, 1980). 
This finding has been reproduced in numerous designs, and, importantly, has been reproduced in a 
context where colour is not a target-relevant criterion (Forster & Lavie, 2008b; Nordfang et al., 
2013, see the importance of separating the feature effect from task-relevance below). Objects that 
differ from their surroundings in colour contrast thus represent one of the most robust and important 
examples of attentional capture in experimental psychology. 

3.2. Emotion and Meaning 

Stimuli that carry emotional value –be it positive (e.g. happiness) or negative (e.g. anger, threat) – 
have been extensively studied and shown to capture attention. Early studies focused on 
phylogenetic threat, showing that a threatening singleton (spider, snake) is found more rapidly 
amongst neutral distractors (mushrooms, flowers) than vice versa (Öhman, 2001a). Other studies 
have expanded on this research by showing that ontogenetic threats (i.e. a gun or knife: Brosch & 
Sharma, 2005; Blanchette, 2006), angry faces (Hansen & Hansen, 1988; Öhman et al., 2001b; 
Calvo et al, 2006), but also positive stimuli such as faces (Nummenmaa et al., 2006) or pictures of 
emotional scenes (Calvo & Lang, 2004) capture attention. 
However, recent studies have questioned whether these effects are due to emotion specifically, or 
whether the effects were caused by task-relevance (see below) or simply that emotion was often the 
only meaningful category. A study by Biggs et al., (2012) found that meaningfulness in itself is 
indeed enough to capture attention, but some evidence has suggested that emotion may capture 
attention because of their valence and not just their meaning (Öhman, 2001a). However, this debate 
is largely unresolved and researchers are therefore advised to carefully consider the relative 
importance of emotion and meaning in their studies. 

3.3. Faces 

Identifying the facial expression of our fellow humans is vital to everyday life. This is reflected in a 
dedicated area for facial processing in the brain (the Fusiform Face Area; Kanwisher, 1997), but 
also in attentional capture. We previously highlighted studies that show that emotional faces capture 
attention. However, faces in general are processed more efficiently, are more easily detected and 
capture attention (Ro et al., 2001; Theeuwes & Van der Stigchel, 2006; Langton et al., 2008).  
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3.4. Onset of New Stimuli 

The onset of new stimuli in the visual field has continuously been shown to capture attention and to 
direct the gaze (Theeuwes, 1991; Hillstrom & Yantis, 1994; Theeuwes et al., 1998; Cosman & 
Vescera, 2009). In fact, the appearance of new stimuli has such powerful attentional capture that 
some researchers have proposed that they are categorically “special” in how they are treated by the 
attention system (Theeuwes, 2010; Nordfang & Bundesen, 2010). Using this mechanism for 
attentional capture should consequently be done with care. 

3.5. Task Relevance 

Task relevance is an important factor in determining how likely an object is to capture attention. For 
instance, Nordfang et al., (2013) showed that objects with high task relevance were more likely to 
capture attention, and that task-relevance interacted additively with contrast such that targets of high 
contrast and relevance were even more likely to capture attention than stimuli that held only one of 
the characteristics. Similar findings have been shown for emotional stimuli (Hodsoll et al., 2011). 
Importantly, these studies have in common that they inform the participant about the target 
characteristics, which in turn leads to facilitated search for these task relevant objects. It may 
therefore be that objects that conform to the usual appearance of an object with a specific function 
are more readily detected due to their task-relevance (as opposed to any of the above factors) 
(Geng, 2014). 
A possible complication with attentional capture due to task relevance lies in whether only low 
complexity stimuli such as letters and numbers may lead to this capture (Nordfang et al., 2013). 
However, recent evidence has shown that also high-complexity stimuli such as pictures can guide 
attention if they are task relevant (Alexander & Zelinsky, 2012). 

3.6. Interactions between Characteristics 

The relative importance or strength of the highlighted characteristics has so far not been well 
investigated. However, evidence exists for some examples of interactions: First, if several faces are 
present in the visual field, emotional faces will capture attention over neutral faces, and faces with 
negative emotion will capture attention over faces with positive emotion (Hansen & Hansen; 
Öhman et al., 2001b; Nummenmaa et al., 2006). Second, as noted above, if targets are task relevant 
and differ from its surroundings in colour contrast, the search for this target will be faster if the 
target has only one of the characteristics (Nordfang et al., 2013). This synergy is likely to be present 
between task relevance and other attention-capturing characteristics, but to our knowledge this has 
not been investigated experimentally. Similarly, it is possible that other synergistic relationships 
exist, as is the case with emotional faces, but, again, experimental evidence has thus far been 
lacking. As interfaces and products often comprise multiple and complex stimuli, determining these 
relationships could be vital for understanding the direction of gaze, and consequently provides an 
interesting target for research. 

 
4. Factors that Facilitate and Inhibit Attentional Control 

Having outlined characteristics that are highly likely to capture attention, we now focus on external 
factors that influence our ability to direct attention and ignore irrelevant stimuli. Importantly, the 
presented factors should be considered as interacting with the characteristics outlined in section 3 
and eventually deciding direction of the gaze. 
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4.1. Cognitive Load 

In their influential theory of attention, Lavie and Tsal (1994, see also Lavie et al., 2004) describe 
the relationship between likelihood that distractors affect behaviour and cognitive load. They 
propose two mechanisms: The first mechanism relates to the capacity constraint of attention and 
states that if the visual field contains few target objects, then the leftover capacity will be filled by 
distractors until the capacity is reached. This is in line with the outlined Biased Competition 
framework: If there is no competition, then everyone is a winner.  
The second mechanism is that high mental load, such as from other tasks or the environment, will 
reduce our ability to suppress distractors because less mental capacity will be available for this 
suppression. The theory thereby establishes that high workload is associated with increased 
distractor interference due to lacking inhibition, while low workload may lead to distractor 
processing if the number of relevant objects is below the total capacity.  

4.2. Alertness and Mental Fatigue 

An important function of attention, which was most notably reviewed by Posner & Petersen (1990; 
Petersen & Posner, 2012), lies in preparing and sustaining alertness for high priority stimuli. This 
alertness, they noted, is reflected in faster response times, but sometimes comes at the cost of higher 
error rates because responses are made based on less information. For instance, relating to gaze 
direction, this could mean that users who are focused on finding a certain feature in an interface 
may direct their gaze rapidly to features that are congruent with their intentions, but that they may 
commit erroneous gaze directions if many similar objects are present in the visual field. 
More recently, Boksem et al., (2005) found that mental fatigue results in symptoms that are similar 
to this state: As participants worked on a tiring visual attention task for 3 hours, performance 
decreased steadily due to increased reaction times and distractibility, as well as more false alarms 
and errors. This is corroborated by Geng (2014) who found that the proactively suppressing 
distracting information is mentally demanding - and next to impossible if very little is known about 
the target's characteristics. Therefore, she notes, we usually rely on reactive corrections of initial 
misfires of attention. In other words, we let ourselves get distracted and correct subsequently, 
because proactively suppressing distractors is mentally strenuous, which further underlines the 
importance of knowing where the gaze goes initially. 
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Table 1. Overview of Characteristics and Factors that Influence the Capture of Gaze 

   Description References from Cognitive Psychology 

C
ha

ra
ct

er
ist

ic
s 

Contrast Differences in physical 
features, such as colour 
or shape 

Treisman & Gelade, 1980; Forster & Lavie, 
2008b; Nordfang et al., 2013 

Emotion Differences in emotional 
valence 

Öhman et al., 2001a; 2001b; Brosch & Sharma, 
2005; Blanchette, 2006: Hansen & Hansen, 
1988; Calvo et al., 2006; Nummenmaa et al., 
2006; Calvo & Lang, 2004 

Meaning Being meaningful rather 
than meaningless 

Biggs et al., 2012 

Faces Pictures of human faces 
or stylistic drawings 

Kanwisher, 1997; Ro et al., 2001; Theeuwes & 
Van der Stigchel, 2006; Langton et al., 2008 

Onset Onset of new stimuli Theeuwes, 1991; Hillstrom & Yantis, 1994; 
Theeuwes et al., 1998; Cosman & Vescera, 
2009; Theeuwes, 2010 

Task-Relevance Degree of congruence 
with the target of a task 

Hodsoll et al., 2011; Nordfang et al., 2013; 
Geng, 2014 

Fa
ct

or
s 

Mental Load High mental load 
interferes with inhibitory 
mechanisms 

Lavie & Tsal, 1994; Lavie et al., 2004 

Visual Load More relevant targets 
allows for less 
processing of distractors 

Lavie & Tsal, 1994; Lavie et al., 2004 

Alertness Alertness allows for 
higher sensitivity to 
targets, but at the cost of 
more errors 

Posner & Petersen, 1990; Petersen & Posner, 
2012; Boksem et al., 2005; Gent, 2014 

        
 
 

5. Implications and Guidelines for Design 

This paper described characteristics and factors that influence the direction of attention and thereby 
the gaze. We presented evidence that contrast, emotion, meaningfulness, novelty, faces and task-
relevance are characteristics that capture attention. Furthermore, we offered a number of theoretical 
and empirical insights that shows how mental- and visual load, alertness and fatigue are factors that 
influence our ability to control our attention and ignore distractors thus mediating the attentional 
capture of the characteristics.  
Based on these findings, we propose that researchers and designers should interpret the direction of 
the gaze to products and interfaces with care whenever these factors are involved, as they may 
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capture attention regardless of their task relevance. Concluding this paper, we further expand how 
these insights may impact how researchers and designers should interpret gaze movements. 

5.1. Implications for Research 

For researchers, we offer that the highlighted characteristics and factors should be considered when 
studying the gaze in order to avoid misleading interpretations of participants’ behaviour. This is 
especially important given that the highlighted characteristics and factors are present in almost all 
studies of gaze direction. Consequently, knowing whether a participant directed his/her gaze 
intentionally or due to attentional capture is of critical importance for interpreting results of gaze 
movements. In particular, task-relevance and meaningfulness were found to be important 
confounding factors for studies of attentional capture. Researchers should therefore carefully 
consider the role of these variables in their study designs.  
Furthermore, we hope that future research may further improve our understanding of the exact 
mechanisms of user perception in design, as well as shaping the future of design. In particular, as 
noted above, additional research on the interplay between attention-capturing characteristics and 
factors is needed for truly understanding the direction of gaze. 

5.2. Implications for Designers 

For designers, we hope that the provided overview of characteristics and factors, as well as the 
research behind, can be translated directly into design practice. For instance, designers could use 
attentional capturing characteristics for those features that should be viewed immediately. 
Furthermore, designers should consider whether the conditions in which their products will be 
viewed will impose constraints on mental workload or fatigue, as goal directed behaviour is 
affected When, for example, mental load is higher, characteristics that capture attention may do so 
more effectively, and gaze will consequently be directed to objects with such characteristics more 
readily.  
We envision several situations where these insights could have direct practical implications for 
design. For instance, planned future studies our research group will investigate how design 
solutions can alleviate the complexity of critical situations in control rooms, such as in those 
operated in a nuclear reactor or the cockpit of an airplane. One avenue of this research will be on 
how information processing of complex interfaces could be aided by applying the attention 
capturing mechanisms for highlighting the most important areas. Similar application areas should 
be found in all aspects of design where visual information processing is required. We therefore hope 
that researchers and designers alike will join us in mapping the mechanisms and design applications 
of insights in the visual attention system.  
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Abstract 
The use of colour is an integral component in visual interface design for creating separation between 
objects and for conveying meaning. It has previously been established that colours can be separated in 
a hierarchy of primary colours and secondary colours, and that colours are consistently associated with 
specific mood tones. However, it has thus far not been investigated whether these two factors, which we 
refer to as the perception-primacy and emotion-conveyance, are associated with attentional capture in a 
congruent manner. To investigate this, we conducted a visual search task study in a controlled 
environment, in which 11 participants scanned a 20 item display for a coloured target amongst coloured 
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level of processing to influence attention. We end by discussing implications of our results for design 
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1 INTRODUCTION 

The design of visual interfaces has become increasingly important as the prevalence of computer 
technology widens. For example, sectors with control rooms, such as the nuclear, are moving away from 
physical levers, barometers and switches towards computer-integrated systems with computer screens 
as the main access and information point (Lau et al., 2008; Braseth and Øritsland, 2013). In such 
contexts, or in everyday life, designs that allows for swift and effective behaviour are essential for 
performance. To achieve this, designers must create interfaces where the visual objects are clearly 
distinguished and easy to find. Research has shown that our ability to see in colours is particularly 
efficient for distinguishing between objects (Vazques et al., 2010). From an evolutionary perspective, 
the ability to see colour has allowed us many advantages, beyond the aesthetic, such as easily finding 
wild berries in a bush (see Figure 1). In the same vein, designers may use colour to make objects easily 
detectable in a crowded interface.  
In this paper, we present a study of the interactions between colours and attention to see which colours 
best facilitate search tasks, and to aid designers in a world of visual interfaces. We measured attentional 
capture as a function of reaction time in a visual search task with regards to what we call the perception-
primacy account, which states that there is a set of primary and secondary colours that cause differences 
in attentional capture, and the emotion-conveyance account, which states that colours convey emotions 
at an early enough stage to influence attentional capture. 
This paper consists of five sections: Section one introduced the topic. Section two discusses the 
perception-primacy and emotional-conveyance accounts. Section three describes the methods of the 
controlled-environment experiment that we conducted to test the accounts. Section four shows the 
statistical analysis of the results. Section five discusses the results and suggests impacts for design and 
psychology. 

2 BACKGROUND 

2.1 Colour in the Eye and in Art 
The colours we see are the result of white light being reflected on surfaces of the objects we are looking 
at. Differences in colour arise from differences in the wavelengths of lights that the various objects 
absorb: a blue object absorbs all other wavelengths than blue, a yellow object absorbs all wavelengths 
other than yellow etc.. White is the colour shown when light is perfectly reflected, whereas black is the 
colour that arises when all wavelengths are absorbed. Our retinas contain a myriad of photoreceptive 
cells commonly referred to as rods and cones. Of these, cones are selectively responsive to either red, 
green, or blue wavelengths of light. The reactions of these cells are combined by the brain to what we 
experience as colour (Gazzaniga, 2009; Ware, 2010).  

 
Figure 1. Finding berries with and without colour vision 

In art and design, colours are typically divided into primary and secondary colours and arranged in what 
is commonly referred to as a colour wheel such as the one shown in Figure 2. The primary colours (red, 
blue and yellow) are referred to as such due to the properties of pigments: When combining pigments, 
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one will progressively move towards a colour that absorbs more wavelengths, ending in black. However, 
one can produce all the colours of the rainbow by combining red, blue and yellow in the correct manner. 
Conversely, none of these three colours can be achieved by combining any other sets of colours, thereby 
establishing them as primary. Secondary colours are then those colours that are immediate derivatives 
of mixing the primary colours (Harkness, 2005). While the pigment-based definition is more prevalent, 
it is to be underlined that other definitions of what is primary and secondary colours are equally viable, 
as many systems (including, as mentioned above, our visual system) is able to create all colours through 
a combination of red, blue and green light.  

2.2 Colour and Emotion 
Beyond the direct use for separating objects, colours provide a powerful way for visual designers to 
convey emotion and meaning. Early studies from psychology have verified that colours can reliably be 
associated with certain mood tones: Red is most frequently associated with exciting, defending and 
defying/hostile moods, blue with soothing and secure, yellow and orange with stimulating, cheerful and 
exciting moods, green with calm and soothing and purple with dignified and stately moods (Wexner, 
1954; Murray and Deabler, 1957; Schaie, 1961a, 1961b). More recently, studies from the design 
literature have shown that green, blue and white colours are more effective at signalling environmental 
friendliness for cars than were red and black (Lee et al., 2015) and that white is perceived as being more 
elegant than other colours (Na and Suk, 2014). Another avenue for conveying meaning lies in typical 
use of colours: For example, red is used for "stop" in traffic lights and is used in warning signs, whereas 
green means "go" in traffic and is used for recycling badges. The efficacy of using colour for emotional 
conveyance is further supported by in-company research (Gillet, 2014). Applying colours that fit with 
the desired conveyed meaning or that induce the desired mood is thus crucial and common among 
designers to use when creating a visual profile (Page et al., 2012). Furthermore, research from the design 
community has established the importance and prevalence of colour in creating designs for mood states 
(Desmet, 2015). 
However, the level of processing required for the conveying of this meaning has thus far yet to be 
investigated. Is the emotion conveyed at an early stage, before attention is directed, or only after 
conscious processing has been applied? This question is particularly interesting, as other emotional 
stimuli have been shown to capture attention at an early stage of processing and thereby to capture 
attention. For example, Öhman et al. (2001) found that snake and spider stimuli captures attention more 
than flower and mushroom stimuli, which was later echoed by Brosch and Sharma (2005), who found 
equivalent results with modern stimuli (guns and syringes vs cups and mobile phones). Similar effects 
have been produced in numerous studies, albeit with varying effect sizes depending on the specific 
stimuli used (e.g. Koster et al., 2004; Huang et al., 2008; Hodsoll et al., 2011). Should colours convey 
their meaning at an early stage of processing as well, they would therefore be expected to direct attention 
in a manner congruent to their associated emotion. 

2.3 The Attentional Capture of Colour 
Thus far, studies have focused only on whether colours capture attention at an early stage, showing 
different results depending on the experimental setup (Folk et al., 1994; Theeuwes, 1994; Müller et al., 
2009). However, based on the evidence described above, we propose two separate accounts that, if they 
hold true, would result in differences in performance in a visual search task: The perception-primacy 
account and the emotion-conveyance account. 
The perception-primacy account states that there is, as argued above, a set of primary and secondary 
colours, and of that colours in a higher hierarchy will be treated preferentially in the attention-system. 
We investigate here both whether the biologically and artistically founded notions of primary colours. 
Should the perception-primacy account hold true, red, green and yellow or red, green and blue 
(depending on whether one adopts the biological primary colours or artistic primary colours 
respectively) should be treated preferentially and thus capture attention more. In turn, this would be 
visible through faster search times for these colours when they are the target of a visual search task, and 
slower average search time if they are present as distractors. 
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Figure 2. (left): The Colour Wheel as depicted by Johannes Wolfgang Goethe in his book 

Theory of Colours (1809), (right): The experiment set-up  

The emotion-conveyance account states that colours convey emotions sufficiently strongly and at a 
sufficiently early stage in processing that it influences attentional capture. Specifically, we investigate 
the hypothesis that red, yellow and orange, which have generally been associated with 'action-moods' 
(excitement, hostility, defiance) would capture attention more than green, blue and purple, which have 
generally been associated with soothing or relaxing moods. As with the perception-primacy account, 
this would result in faster average search-times if these colours are the target, and slower average search-
time if they are distractors.  

3 METHODS 

11 students (average age 20.9, 3 female) were recruited through an e-mail sign-up sheet distributed in 
person by the authors in lectures at the Technical University of Denmark. Participants were included if 
they were between 18 and 30 years old, had normal or corrected to normal eye-sight and did not suffer 
from any disorders that affect the attention system, such as ADHD.  
The experiments were conducted on a Lenovo or Dell laptop computer using the E-Prime 2.0 software 
for Windows. The experiment was displayed on a Dell 18'' monitor and participants responded via an 
external, USB-connected keyboard. The experiment was conducted in small quiet room with a 
fluorescent ceiling lamp above the participant and backlight from a glass door as the light sources. Upon 
arrival participants were greeted and asked to fill out a compliance form to verify that they complied 
with the inclusion criterion, and to give permission for the data to be used in publication. Participants 
were then seated ~60 cm away from the screen and with their eyes in line with the centre of the screen. 
Participants were furthermore equipped with Tobii Eye-Tracking glasses for the entire duration of the 
experiment (these results will not be reported here due to the scope of this paper). Figure 3 shows the 
experimental set-up.  
The experiment consisted of a training block (15 trials) and experiment block (540 trials). Each trial 
proceeded as follows: First, a screen appeared for 1500ms, which instructed the participant which target 
to search for in the following task. Second, a black cross appeared in the middle of the screen for 
1000ms, which the participant had been instructed to fixate on whenever it appeared. Third, a display 
containing 20 coloured circles appeared until the participant responded with the left keyboard arrow-
key if the target was present, or the right keyboard arrow-key if the target was absent. The construction 
of these displays is elaborated on below. Fourth and finally, a review screen appeared which showed the 
participants their reaction time for the specific trial as well as their accuracy across all trials, and an 
instruction that the next trial could be started using the keyboard's spacebar. Figure 4 shows the 
experiment procedure. 
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Figure 3. The experiment procedure (sample text in Danish): First, the participant is given 

the target colour. Second, the participant fixates on a cross in the centre of the screen. 
Third, the participant scans the display and responds whether the target is there or not. 

Fourth, the participant is given performance feedback 

All stimuli displays were newly created for the experiment using MS Powerpoint and E-Prime 2.0 for 
Windows. A total of 360 target-present displays (2/3) and 180 target-absent displays (1/3) were created 
using the three primary and three secondary colours. The target-present displays were constructed each 
colour appeared as target with all other colours as distractors and so that the target appeared both in the 
inner and outer circle of the display. The distractors consisted of circles of one, two, three or four 
different colours and were balanced so that each of the distracting colours was approximately equally 
represented. The locations of both targets and specific distractor colours were randomly assigned using 
MS Excel's = RANDOM function. The target-absent trials were included to ensure that participants had 
to scan the display thoroughly before responding. They were created in the same manner as target-
present displays (albeit with no target). 

4 RESULTS 

All analyses were conducted in the IBM SPSS statistics package v24 for Windows. The average RT was 
513.73 milliseconds (ms) with a standard deviation of 156.83ms. Results were considered significant at 
α = 0.05. The experiment lasted 30-35 minutes, including training, and participants showed no difference 
in performance as the experiment progressed. There was no significant effects of age (Spearman's ρ = 
0.25, p = 0.461) or gender (Mann-Whitney U = 17, p = 0.376).  
To prepare the dataset for analysis, z-values were computed for reaction time data for all responses 
across all participants and conditions. In total, 90 data entries were removed due to having a z-value 
larger than 4. As further investigation of the data showed no systematic reason for these very slow 
responses, it was concluded that they were due to external factors. This left a total of 14859 data entries 
for analysis. The analyses below are based on these data entries averaged and partitioned with respect 
to the participants and the specified conditions. Given that all participants had responded to all 
conditions, the analyses were conducted using Repeated Measures ANOVA and, if the ANOVA was 
significant, follow-up paired t-tests. These tests were adequate, despite the small sample size, as reaction 
time data was normally distributed for all parameters. 
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4.1 Effect of Target Colour 
First, the effect of target colour on reaction time irrespective of distractor colour was analysed. A 
Repeated Measures ANOVA across all six target colour conditions revealed that there was a significant 
difference (F5,50 = 18.25, p < 0.001) in reaction time across the colours. Follow-up t-tests were therefore 
conducted to elucidate this difference. Figure 5 shows a graphical representation of the means analysed, 
and the results are summarized in Table 1. 

 
 Figure 4. Reaction times (ms) for the target colours irrespective of distractor colours 

Red targets were found significantly faster than blue targets (46.74 ms, t10 = 5.48, p < 0.001), yellow 
targets (39.67 ms, t10  = 8.35, p < 0.001), green targets (21.19 ms, t10 = 6.12, p < 0.001), orange targets 
(79.52 ms, t10 = 6.55, p < 0.001) and purple targets (39.77 ms, t10 = 8.35, p < 0.001). 
Blue targets were found significantly slower than red targets (46.74 ms, t(10)=5.48, p < 0.001) and green 
targets (25.55 ms, t10 = 3.02, p = 0.013) and found significantly faster than orange targets (32.78ms, t10 
= 2.69 p = 0.023) and purple targets (19.34 ms, t10 = 3.25, p = 0.009). There was no significant difference 
in reaction time between blue and yellow targets (7.07 ms, t10 = 0.88, p = 0.402). 
Yellow targets were found significantly slower than red targets (39.77 ms, t10 = 8.35, p < 0.001) and 
green targets (18.48 ms, t10 = 3.91, p = 0.003) and found significantly faster than orange targets (39.85 
ms, t10 = 4.24, p = 0.002) and purple targets (26.41 ms, t10  = 2.56, p = 0.028). There was no significant 
difference in reaction time between blue and yellow targets (7.07 ms, t10 = 0.88, p = 0.402). 
Green targets were found significantly slower than red targets (21.19 ms, t10 = 6.12, p < 0.001) and 
significantly faster than blue targets (25.55 ms, t10 = 3.02, p = 0.013), yellow targets (18.48 ms, t10 = 
3.91, p = 0.003), orange targets (58.33 ms, t10 = 4.85, p= 0.001) and purple targets (44.88 ms, t10 = 3.75, 
p = 0.004). 
Orange targets were found significantly slower than red targets (79.52 ms, t10 = 6.55, p < 0.001), blue 
targets (32.78ms, t10 = 2.69, p = 0.023), yellow targets (39.85 ms, t10 = 4.24 p = 0.002) and green targets 
(58.33 ms, t10 = 4.85, p = 0.001). There was no significant difference in reaction time between orange 
and purple targets (13.45 ms, t10 = 1.11, p = 0.29). 
Purple targets were found significantly slower than red targets (39.77 ms, t10 = 8.35, p < 0.001), blue 
targets (19.34 ms, t10 = 3.25, p = 0.009), yellow targets (26.41 ms, t10 = 2.56, p = 0.028) and green targets 
(44.88 ms, t10 = 3.75, p = 0.004). There was no significant difference in reaction time between orange 
and purple targets (13.45 ms, t10 = 1.11, p = 0.29). 

Table 1. Comparison of target colour effect on reaction time (ms)  

 

Red Blue Yellow Green Orange Purple
Red  -46.74**  -39.67**  -21.19 **  -79.52 **  -39.77 **
Blue  +46.74**  +7.07  +25.55*  -32.78*  -19.34** 
Yellow  +39.67**  -7.07  +18.48**  -39.85**  -26.41* 
Green  +21.19 **  -25.55*  -18.48**  -58.33**  -44.88 **
Orange  +79.52 **  +32.78*  +39.85**  +58.33**  +13.45
Purple  +39.77 **  +19.34**  +26.41*  +44.88 **  -13.45
*p<0.05, **p<0.01
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4.2 Effect of Distractor Colour 
Second, the effect of distractor colour on reaction time irrespective of target colour was analysed. A 
Repeated Measures ANOVA across all six target colour conditions revealed that there was a significant 
difference (F5,50 = 6.49, p < 0.001) in reaction time across the colours. Follow-up t-tests were therefore 
conducted to elucidate this difference. Figure 6 shows a graphical representations of the means analysed 
and the analyses are summarized in Table 2. 

 
Figure 5. Reaction times (ms) for the distractor colours irrespective of target colour 

Red distractors were associated with significantly slower reaction time than blue distractors (12.26 ms, 
t10 = 3.75, p = 0.004), green distractors (5.40 ms, t10 = 2.65, p = 0.024), orange distractors (16.62 ms, t10 
= 3.35, p = 0.007) and purple distractors (17.32 ms, t10 = 3.54, p = 0.005). There was no significant 
difference in effect on reaction time between red and yellow distractors (4.64 ms, t10 = 2.08, p= 0.065). 
Blue distractors were associated with significantly faster reaction time than red distractors (12.26 ms, 
t10 = 3.75, p = 0.004), yellow distractors (7.61 ms, t10 = 2.39, p = 0.038), and green distractors (6.86 ms, 
t10 = 2.75, p = 0.020). There was no significant difference in reaction time between blue and orange 
distractors (4.37 ms, t10 = 0.97, p = 0.356) or between blue and purple distractors (5.06 ms, t10 = 1.62, p 
= 0.136). 
Yellow distractors were associated with significantly slower reaction time than blue distractors (7.61 
ms, t10 = 2.39, p = 0.038), orange distractors (11.98 ms, t10 = 2.23, p = 0.050) and purple distractors 
(12.67 ms, t10 = 2.52, p = 0.030). There was no significant difference in effect on reaction time between 
yellow and red distractors (4.64 ms, t10 = 2.08, p = 0.065) or yellow and green distractors (0.75 ms, t10 
= 0.31, p = 0.762). 
Green distractors were associated with significantly slower reaction time than blue distractors (6.86 ms, 
t10 = 2.75, p = 0.020), orange distractors (11.23 ms, t10 = 2.38, p = 0.039) and purple distractors (11.92 
ms, t10 = 2.38, p = 0.020) and significantly faster reaction times than red distractors (12.26 ms, t10 = 3.75, 
p = 0.004). There was no significant difference in effect on reaction time between green and yellow 
distractors (0.75 ms, t10 = 0.31, p = 0.762). 
Orange distractors were associated with significantly faster reaction time than red distractors (16.62 ms, 
t10 = 3.35, p = 0.007), yellow distractors (11.98 ms, t10 = 2.23, p = 0.050) and green distractors (11.23 
ms, t10 = 2.38, p = 0.039). There was no significant difference in effect on reaction time between orange 
and blue distractors (4.37 ms, t10 = 0.97 p = 0.356) or between orange and purple distractors (0.69 ms, 
t10 = 0.18, p = 0.863). 
Purple distractors were associated with significantly faster reaction time than red distractors (17.32 ms, 
t10 = 3.54, p = 0.005), yellow distractors (12.67 ms, t10 = 2.52, p = 0.030) and green distractors (11.92 
ms, t10 = 2.38, p = 0.020). There was no significant difference in effect on reaction time between purple 
and blue distractors (5.06 ms, t10 = 1.62, p = 0.136) or between purple and orange distractors (0.69 ms, 
t10 = 0.18, p = 0.863). 
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Table 2. Comparison of distractor colour effect on reaction time 

 

5 DISCUSSION 

In this paper we presented a study of the attentional capture of red, blue, yellow, green, orange and 
purple. In accordance with our main hypothesis, different colours were associated with different degrees 
of attentional capture, with red capturing attention significantly more than all other colours and purple 
and orange capturing significantly less attention than the remaining. To explain why different colours 
capture attention differently, we proposed and investigated what we referred to as the perceptual-
primacy account and the emotion-conveyance account. In the following sections, we discuss the 
evidence for and against each of these two accounts, as well as potential implications for the disciplines 
of design and psychology. 

5.1 The Perceptual-Primacy Account 
The perceptual-primacy account states that colours denoted as primary colours receive preferential 
processing and thereby capture attention to a larger extent. We here investigated two versions of this 
account: one which denotes the primacy of colours based on our retinas, which posits that red, green 
and blue are the primary colours, and one which denotes the primary colours based on the properties of 
pigments, which posits that the primary colours are red, blue and yellow. 
Our results show support for both versions of the perceptual-primacy account: Red and green targets 
were found significantly faster than blue and yellow targets, which in turn were found significantly faster 
than orange and purple targets. In accordance with the notion of higher attentional capture of these 
colours, it was further found that, with one exception, average search times were slowed significantly 
more when a red, blue, yellow or green distractor was present. 
However, there were significant differences in search times amongst the primary colours when 
compared both on their role as a target and a distractor. Of these, two were especially notable: One, with 
a single exception, red always captured significantly more attention than all other colours. Two, yellow 
performed differently compared to the other colours as a target and a distractor; when comparing targets, 
yellow captured significantly more attention than green, and did not differ from blue, when comparing 
distractors, yellow captured significantly more attention than green and was not significantly different 
from red in its effect. While these findings are not in disagreement with the perceptual-primacy account, 
they do suggest that other factors influence differences in attentional capture from colour as well. We 
discuss these alternate accounts below, beginning with the emotional-conveyance account. 

5.2 The Emotional-Conveyance Account 
The emotional-conveyance account states that colours convey emotions to a sufficiently salient degree 
and at a sufficiently early stage of processing to influence attentional capture. We here investigated this 
account by comparing colours associated with ‘action moods’ with ‘soothing and relaxing moods’. This 
assumed that if colours convey emotions at an early stage then the colours associated with particularly 
salient colours would receive preferential processing. 
Our results showed evidence against the emotional-conveyance account, albeit inconclusively. In 
support of the emotional-conveyance account, red, which, as stated in the introduction, is associated 
with exciting and defying/hostile moods, captured significantly more attention than any other colours as 
both a target and all colours but yellow a distractor, which was not significantly different to red. 
Furthermore, yellow, which is associated with exciting moods, captured the same amount of attention 
as red, and more attention than any other colour as a distractor. However, yellow targets were not found 
significantly faster than red, blue or green and orange, which is also associated with exciting moods, 

Red Blue Yellow Green Orange Purple
Red  +12.26 **  +4.64  +5.40*  +16.62**  +17.32 **
Blue  -12.26 **  -7.61*  -6.86 *  +4.37  +5.06  
Yellow  -4.64  +7.61*  +0.75  +11.98*  +12.67* 
Green  -5.40*  +6.86 *  -0.75  +11.23*  +11.92* 
Orange  -16.62**  -4.37  -11.98*  -11.23*  +0.69 
Purple  -17.32 **  -5.06   -12.67*  -11.92*  -0.69 
*p<0.05, **p<0.01

526



ICED17 

consistently captured the least amount of attention alongside purple. The results thus indicate that 
exciting and relaxing moods were not conveyed at a sufficiently early stage to influence attentional 
capture. Furthermore, given that red did not always capture attention more than other colours, it seems 
unlikely that the emotion-conveyance account explains the observed differences. 

5.3 Alternate Accounts 
Given that neither the perceptual-primacy account or emotional-conveyance account were completely 
congruent with the data, we here discuss two potential alternate influencing factors. 
First, it is possible that training effects and conventional uses of the colours have influenced the search 
tasks. For example, red is commonly used in traffic and to signal important information for emergencies. 
Participants may therefore be trained in searching for red, which would explain why red showed 
significantly more attentional capture as a target, but was not significantly different from yellow in 
attentional capture as a distractor. Second, it may be that  we are inherently predisposed towards certain 
colours due to other biological factors than the ones considered here, such as gathering of certain foods 
or similar. 

5.4 Insights for Designers 
Our results showed colour mediated differences in reaction time in a visual search task. Furthermore, 
we found that it is unlikely that colours convey moods and emotion until conscious processing has 
occurred.  
While the differences were on the scale of tens to hundreds of milliseconds, these effects may be 
amplified in contexts of higher visual load (Lavie and Tsal, 2004), or simply add up over time. We 
therefore propose that visual designs should use red or green for objects that are particularly important 
for the user to find quickly, and to avoid using red and yellow for miscellaneous objects in an interface, 
as they would interfere with visual search. Furthermore, our results suggest that designers will not be 
successful in rapidly conveying emotion or mood tones through colour. 

5.5 Insights for Psychology 
Studies of the degree to which colour can capture attention have thus far shown diverging results (Folk 
et al., 1994; Theeuwes, 1994; Müller et al., 2009). In the light of our finding that different colours have 
different attentional effects, we suggest that future studies should either replicate the choice of colours 
used by their predecessors, or, preferably, to investigate attentional effects for an array of different 
colours, given that the results might diverge in accordance with the colours used in the experiment 
design.   
On a more general note, our results imply that great care should be taken in experiment designs where 
colours are used to indicate specific objectives for the experiment. For example, when conducting a 
partial report task, one may for example be asked to report all red letters and to ignore blue letters. Our 
results indicate that these types of tasks could be biased simply by the colours used, rather than any other 
properties one may have wanted to investigate. To avoid this, careful choice of colours and/or 
counterbalancing would be necessary.  

6 CONCLUSION 

In this paper, we presented a controlled-environment study of the attention-capturing properties of red, 
blue, yellow, green, orange, purple. Specifically, we tested whether effects could be explained through 
a primary-secondary colour dichotomy and/or through differences in emotional conveyance of colours. 
We found significant differences in attentional capture between primary and secondary colours, defined 
both from a biological and design perspective. Notably, red captured significantly more attention than 
other colours, while orange and purple consistently captured the least attention. However, we did not 
find substantial evidence to support that colours convey emotions at an early enough stage to affect 
attentional capture. Alternate accounts and impacts for design and psychology were discussed. 
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Abstract 

The use of colors is a prevalent and effective tool for improving design. Understanding the effect of 

colors on attention is crucial for designers that wish to understand how their interfaces will be used. 

Previous research has consistently shown that attention is biased towards color. However, despite 

previous evidence indicating that colors should be treated individually, it has thus far not been 

investigated whether this difference is reflected in individual effects on attention. To address this, a 

visual search experiment was conducted that tested the attentional guidance of six individual colors 

(red, blue, green, yellow, orange, purple) in increasingly complex displays. Results showed 

significant that the individual colors differed significantly in their level of guidance of attention, and 

that these differences increased as the visual complexity of the display increased. Implications for 

visual design and future research on applying color in visual attention research and design are 

discussed. 

 

  



 

 

2 
 

 

1. Introduction 

As computer technology has progressed and become more popular, the prevalence and importance 

of graphical interfaces, too, has increased. This tendency includes computer interfaces for use in 

situations, such as medicine, military and nuclear power plants, where improper action may have 

dramatic consequences. For example, improper design of the software used by Hawaii Emergency 

Management Agency has been identified as possibly contributing to an operator falsely transmitting 

a warning about an impending missile strike to the Hawaiian population (Federal Communicatinos 

Comission, 2018). A common design requirement for proper interface design is that users must be 

able to find specific, task-relevant objects amongst task-irrelevant objects. To achieve this, 

designers commonly and effectively (Vazquez, Gevers, Lucassen, van de Weijer, & Baldrich, 2010) 

use colour to separate and group objects in visual design. For example, Starke & Barber (2018) 

showed that user interfaces with colour lead to faster (and equally accurate) information foraging in 

a complex credit card fraud detection task. Similarly, previous research on colour in applied 

contexts has informed guidelines for ergonomic visual design with regards to how to match object 

size and colour (Poulton, 1975), improve legibility through colour use for text presented on CRT 

(ISO 9241-306:2018; Matthews, 1987) and LCD screens (Humar, Gradisar, Turk, & Erjavec, 2014), 

optimize maps through correct colour use (Francis, Bias, & Shive, 2010; Shive & Francis, 2013), 

and for optimizing colour background-icon combinations (Huang, Baddeley, & Young, 2008). 

     The importance of colour in visual design is corroborated by its importance in experimental 

psychology, where colour has been shown to reliably bias our attention, meaning that search is 

facilitated for coloured targets, and that attention is more easily captured by coloured distractors 

(Biggs, Kreager, & Davoli, 2015; Eimer & Grubert, 2014; Eimer & Kiss, 2010; Folk, Remington, & 

Wright, 1994; Grubert & Eimer, 2015; Muhl-Richardson et al., 2018; Müller, Geyer, Zehetleitner, 

& Krummenacher, 2009; Nordfang, Dyrholm, & Bundesen, 2013; Theeuwes, 1994; Wolfe & 

Horowitz, 2017, 2004). Notably, whereas the aforementioned applied studies mostly consider how 

visual designs of various colour combinations perform, the experimental studies of colour and 

attention mostly consider colour as a group (i.e. does ‘colour’ capture attention). The resulting 

research has thus aided our knowledge on combinations of colour and the attentional effects of 

colour as a group. However, little research has been performed on the relation between attention 

and specific colours. In this paper, we expand our previous discussion and findings (Andersen & 

Maier, 2017) on why individual colours should be expected to have distinct properties in attentional 

guidance and capture. We test them using an experimental design that combines the rigorous 
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methods of experimental psychologists with the expected complexity of a realistic visual design 

problem.  

2. Background 

2.1 Visual Design and Complex Displays 

As argued by Zacks & Tversky (2003), the use of top-down principles can be greatly beneficial for 

design of visual interfaces. By applying knowledge acquired through studies of human behaviour to 

design, predictions can be made that provide insights for how to better (or optimally) create visual 

interfaces. Examples of such insights range from websites for everyday usability (Tsai, Chang, 

Chuang, & Wang, 2008), maps (Francis et al., 2010; Shive & Francis, 2013), graphs (Ratwani, 

Trafton, & Boehm-Davis, 2008) or advertising and branding (Ko, 2017; Page, Thorsteinnson, & Ha, 

2012; Resnick & Albert, 2016), to the design of nuclear control room interfaces (Braseth & 

Øritsland, 2013; Lau et al., 2008; Van Laar & Deshe, 2002, 2007) and hazard information systems 

(Miran, Ling, James, Gerard, & Rothfusz, 2017). In the same vein, design guidelines based on 

insights from attention theory has shown promise for improving performance of users of complex 

visual interfaces (McCarley & Steelman, 2013): Understanding the attentional system is particularly 

important for the design of complex visual interfaces that contain large amounts of information, as 

search for the task-relevant objects can be complicated by the limited processing capacity of our 

attention system. As the foundational study by Treisman & Gelade (1980) showed, search in these 

situations depends on the similarity of the objects: If objects are similar, only a few items can be 

considered at a given moment, resulting in slow, serial search. However, if the object is 

distinguished from other objects by a feature that can guide attentional allocation, search will be 

facilitated by a pre-attentive evaluation of the objects (for later corroborating accounts see e.g. 

Bundesen, 1990; Bundesen, Habekost, & Kyllingsbæk, 2005; Wolfe, Cave, & Franzel, 1989; Wolfe 

& Gray, 2007). Therefore, knowing which features guide and capture attention allows designers to 

create visual interfaces that are easy, pleasant and intuitive to use, through e.g. optimal use of colour 

coding (Travis, 1990; Travis, Bowles, Seton, & Peppe, 1990), colour highlighting (McDougald & 

Wogalter, 2014) or visual layering (Van Laar & Deshe, 2002, 2007). As outlined above, an often-

used and well-established guiding factor has been found in colour (for a list of other potential 

candidates see Wolfe & Horowitz, 2004, 2017). 

2.2 Attentional Guidance of Colour 

A large body of work has shown that colour as a feature will capture attention if it is a distractor 

(e.g. Snowden, 2002; Theeuwes, 1992, 1994) or guide attention if it is a target (Biggs et al., 2015; 
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Eimer & Grubert, 2014; Eimer & Kiss, 2010; Folk et al., 1994; Grubert & Eimer, 2015; Müller et 

al., 2009; Nordfang et al., 2013; Wolfe, 2007; Wolfe et al., 1989; Wolfe & Horowitz, 2004, 2017). 

For example, Theeuwes (1992) asked participants to search for lines embedded in a green circle 

amongst green squares, or green squares with a single-ton red square. He found that the single-ton 

red distractor slowed reaction time, thereby showing that attention had been captured by the 

distracting colour object. This finding was corroborated by Nordfang and colleagues (2013), who 

further found that the attentional capture of a colour singleton is amplified if it is a target. Recently, 

Biggs and colleagues (2015) expanded this finding, showing that the guiding of colour depends on 

the visual load of a display. By integrating the aforementioned Guided Search account with Load 

Theory (Lavie, 2010; Lavie, Hirst, De Fockert, & Viding, 2004; Lavie & Tsal, 1994), Biggs and 

colleagues (2015) showed found that colour only guided search under high visual load. However, 

while these studies provide evidence that colour guides and captures attention (to a varying degree, 

depending on the context), they have in common that they treat colour as a group, rather than 

investigating the effect on attention of specific colours. However, in applied contexts, colours are 

seldom treated as a group. Instead specific individual colours are used for to for example comply 

with style choices or colour contrast guidelines.  If the attentional effects of colours differ for 

specific colours, colours should be considered individually for design to avoid unintended bias in 

navigation. While international standards and recommendations exist for measuring and optimizing 

colour usage with regards to e.g. legibility and fidelity (ISO 9241-306:2018, 2018; Travis, 1990; 

Travis et al., 1990), to our knowledge, no such recommendations have so far been made with 

regards to attentional capture and guidance of specific colours. As will be discussed below, 

however, there are several reasons why the specific colours may affect attention differently.  

2.3 Reasons for Individual Effects of Colour 

The retinas of our eyes contain a myriad of two types of photoreceptive cells commonly referred to 

as rods and cones. Of these, rods are sensitive to white and black, whereas cones are primarily 

sensitive to one of red, blue or green. All other colours are made through combinations of responses 

from these cells (Gazzaniga, Ivry, & Mangun, 2009; Ware, 2008). Individual colours are thus 

treated separately at the cellular level, even before the colour signal reaches consciousness. In 

addition the separation of colours into primary and secondary based on the properties of pigments 

(Harkness, 2006), is widely distributed and used in design and the arts. Given these micro and 

macro separations of colours, it could be expected that individual colours are treated differently as 

well. Indeed, individual colours have been shown extensively to be associated with individual 
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emotional values in subjective rating experiments: Red is most frequently associated with exciting, 

defending and defying/hostile moods, blue with soothing and secure, yellow and orange with 

stimulating, cheerful and exciting moods, green with calm and soothing and purple with dignified 

and stately moods (Aslam, 2006; Lee, Jung, & Chu, 2015; Murray & Deabler, 1957; Na & Suk, 

2014; Schaie, 1961b, 1961a; Wexner, 1954). Given that previous research has shown that emotional 

stimuli are related with higher attentional priority (Brosch & Sharma, 2005; Hodsoll, Viding, & 

Lavie, 2011; Huang et al., 2008; Koster, Crombez, Van Damme, Verschuere, & De Houwer, 2004; 

Ohman, Flykt, & Esteves, 2001; Öhman, Lundqvist, & Esteves, 2001) it could be extended that 

individual colours may have different effects on the attention system based on their emotional 

valence. Based on these findings, the present paper tested whether these differences between 

colours were reflected in different effects on attentional guidance and capture. 

2.4 Hypotheses: Testing the Effect of Individual Colour on Attentional Guidance and Capture 

Using a visual search experiment wherein participants searched for coloured targets amongst other 

colored targets, we tested four hypotheses:  

x Hypothesis 1: Specific colours will guide and capture attention differently. 

Given the above findings on the differences between individual colours, this hypothesis can be 

specified as  

x Hypothesis 1a: Specific colours will guide and capture attention differently in concordance 

with the primary – secondary divide found in the eye or the properties of pigments. 

x Hypothesis 1b: Specific colours will guide and capture attention due to their emotional 

properties. 

In order to investigate the primary-secondary hierarchies, the colours used were red, green, blue, 

yellow, orange and purple. Furthermore, based on the findings of Biggs and colleagues (2015), we 

tested the hypothesis 2: 

x Hypothesis 2: The effect of individual colours on attention increases as the complexity (or 

visual load) increases.  

 

3. Methods 

3.1 Participants 

17 students were recruited through physical e-mail sign-up sheets. Participants were included if they 

were between 18 and 30 years old, had normal or corrected to normal eye-sight and did not suffer 

from any disorders that affect the attention system, such as ADHD.  
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3.2 Apparatus 

The experiments were conducted on a laptop computer using the E-Prime 2.0 software for 

Windows. The experiment was displayed on an 18'' monitor and participants responded via an 

externally connected keyboard. The experiment was conducted in small, well-lit room. Upon arrival 

participants were greeted and asked to fill out a compliance form to verify that they complied with 

the inclusion criterion, and to give permission for the data to be used in publication. Participants 

were seated ~60 cm away from the screen and with their eyes in line with the centre of the screen. 

3.4 Stimuli 

All stimuli displays were newly created for the experiment using MS PowerPoint and E-Prime 2.0 

for Windows. A total of 360 target-present displays (2/3) and 180 target-absent displays (1/3) were 

created using six colours: Red, blue, green, yellow, orange and purple. The colour codes, contrast 

scores and luminance measures for each colour are shown in table 1. The colours are shown in 

figure 1. Each display contained 20 coloured circles measuring 1.9˚ visual angle in diameter. The 

target-present displays were constructed so that each colour appeared as a target with all other 

colour combinations as distractors and so that the target appeared both in the inner and outer circle 

of the display. The distractors consisted of circles of one, two, three or four different colours and 

were balanced so that each of the distracting colours was approximately equally represented. The 

locations of both targets and specific distractor colours were randomly assigned using MS Excel's = 

RANDOM function. Target-absent trials were included to ensure that participants had to scan the 

display thoroughly before responding. They were created in the same manner as target-present 

displays (albeit with no target). 

 
On the left, Table 1: Colour codes, contrast scores and luminance scores (cd/m2), on the right Figure 

1: The colours used in the experiment. See the online article for a coloured version of this figure. 

Colour R G B Contrast Luminance
Red 255 0 0 4 29
Yellow 255 255 0 1.1 106
Green 0 176 80 2.9 33
Blue 0 112 192 5.1 15
Orange 255 192 0 1.6 66
Purple 112 48 160 8 7
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3.5 Procedure 

The experiment consisted of a training block (15 trials) and experiment block (540 trials). Each trial 

proceeded as follows: First, a screen appeared for 1500ms, which instructed the participant which 

target to search for in the following task. Second, a fixation cross appeared in the middle of the 

screen for 1000ms. Third, the search display appeared until the participant responded with the left 

keyboard arrow-key if the target was present, or the right keyboard arrow-key if the target was 

absent. Fourth and finally, a review screen appeared which showed the participants their reaction 

time for the specific trial as well as their accuracy across all trials, and an instruction that the next 

trial could be started using the keyboard's spacebar. Figure 2 shows the experiment procedure. 

 
Figure 2. The experiment procedure. See the online article for a coloured version of this figure. 

 

3.6. Analysis 

Target-absent trials were excluded from the dataset prior to analysis. Differences in target colour 

were analysed using a 2x4 factorial repeated measures ANOVA model. The dependent variable was 

Reaction Time (RT). The independent variables were target or distractor colour (6 levels) and 

number of distractor colours (4 levels, 1 to 4 distractor colours). Subject was included as a random 

factor to remove inter-subject variability. Gender was tested as a co-variate given previous 

associations with attention control and colour perception (Harter, Miller, Price, LaLonde, & Keyes, 

1989; Naglieri & Rojahn, 2001), but removed from the final analysis as it did not significantly 

predict Reaction Time. While using parametric tests can sometimes be problematic in studies using 

smaller sample sizes, the assumptions of the ANOVA model were fulfilled for the present 

experiment after log transforming the dependent variable, RT, and as such analysis could proceed. 

Means and figure data show untransformed data. Analysis was conducted using base R and the 

nlme package for R. 
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4. Results 

4.1 Difference Between Individual Target Colours 

There was a significant difference between individual target colours (F = 51.27, p < 0.001) and with 

number of distractor colours (F = 32.45, p < 0.001). There was a significant interaction effect (F = 

2.39, p = 0.002), indicating that the difference in search speed for individual target colours 

increased as the number of distractor colours increased (see figure 3). 

 

Figure 3: The interaction between target colour and amount of different distractor colours. Error 

bars indicate 95% confidence intervals. See the online article for a coloured version of this graph. 

 

4.2 Difference Between Individual Distractor Colours 

There was a significant difference between individual distractor colours (F = 5.64, p < 0.001) and 

with number of distractor colours (F = 44.63, p < 0.001). There was no significant interaction effect 

(F = 1.28, p = 0.20), indicating that the difference in search speed for individual distractor colours 

did not increase as the number of distractor colours increased. Post-hoc tests revealed that red 

slowed search significantly more than blue (p  = 0.016), orange (p < 0.001) and purple (p < 0.001), 
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while yellow slowed search significantly more than orange (p = 0.025) and purple (p < 0.01). 

Finally, green slowed search significantly more than purple (p = 0.019).  

 

5. Discussion 

This paper investigated the hypothesis that specific colours would guide and capture attention 

differently. Furthermore, based on findings by Biggs et al., (2015), the hypothesis was tested that 

any attentional guidance would increase as the complexity of the display increased. Our results 

support the hypothesis of a difference between individual colours, showing a three-way grouping: 

1) red is consistently found the fastest, 2) blue, green and yellow are found slower than red, but 3) 

faster than orange and purple, which are found equally fast. Furthermore, our results support the 

hypothesis that differences in search times between individual colours increase as the complexity of 

the screen, induced through a higher number of differently coloured distractors, is increased. 

Finally, our data shows that the differences in attentional guidance are also reflected in increased 

attentional capture of the colours, with red, yellow and green slowing search significantly when 

present. 

As discussed in the introduction, several reasons could cause individual differences between 

colours. Our results were consistent with hypotheses 1a and 1b for the colour red: red is specialized 

for on the cellular level, is considered a primary colour in design and art conventions and is 

frequently associated with threat and danger. However, for the remaining colours, neither 

hypothesis 1a or 1b fit the data: Explaining the data based on the artistic convention (i.e. red-blue-

yellow is considered primary and green-orange-purple is considered secondary), is inconsistent with 

green being found equally fast as yellow and blue, and with red being found the fastest. Explaining 

based on the biology of our eyes is inconsistent with yellow being found equally fast as blue and 

green, and, again, is inconsistent with red being found the fastest. Explaining based on the 

emotional value of the colours is inconsistent with regards to how colours are grouped, as colours 

that are similar in their emotional meaning do not capture the same amount of attention (e.g. orange 

and yellow). Furthermore, the results show that red was particularly efficient at facilitating search, 

to the extent that search for red objects was not affected by increased complexity. It thus seemed 

that, unlike other colours, participants were always able to perform a parallel search for the colour 

red at all levels of complexity. Instead, our results show a three-group structure as the best fit for 

our data: 1) red, 2) green, blue and yellow, and 3) purple and orange. While neither proposed cause 

was supported the data, our results nevertheless indicate that specific colours have different effects 
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on attentional guidance and capture, and that this effect increases as complexity of the display 

increases. Based on this finding, implications for attention theory and visual design are discussed. 

5.1. Implications for Attention Studies on Colour 

Our results may contribute to both the theoretical understanding of guidance by colour, which 

serves as a part of several separate accounts of attention (e.g. Bundesen, 1990; Wolfe et al., 1989), 

and our understanding of how colour conveys emotion. 

     First, while previous studies have mostly attributed the guiding and capturing effect of colour to 

the difference in contrast (e.g. Nordfang et al., 2013, Theeuwes, 1992;1994), our results do not 

corroborate this account. For example, red, which guided attention the best had a medium contrast 

(4), while the two colours that guided attention the least, purple and orange, had the highest (8) and 

second-lowest (1.6) salience scores respectively. Our results thus corroborate those of Snowden 

(2002) in showing that colour can capture attention in itself in a manner that is separate from 

luminance or contrast. 

     Second, while colours have previously been established as being associated with certain 

emotions (Lee et al., 2015; Murray & Deabler, 1957; Na & Suk, 2014; Schaie, 1961b, 1961a; 

Wexner, 1954), our results indicate that this emotional conveyance is either not sufficiently strong 

for it to guide attention, or does not occur until a later stage of processing, rendering it unable to 

influence attentional allocation. Of these two accounts, we find the latter explanation more likely, 

given the success in reproducing colour – emotion associations across diverse groups (Aslam, 

2006). However, further research is needed to elucidate this relationship. 

5.2 Implications for Visual Design 

As discussed in the introduction, insights on human behaviour can inform the design of visual 

interfaces, which in turn may lead to improved performance of their users. Indeed, the results 

presented here may have several applications in the design of complex visual interfaces: 

     First, our findings could be applied to create colour schemes for objects so that their colour is 

aligned with their importance. Given our results, the highest priority object could thus be coloured 

red, whereas the least important object could be coloured purple. Our findings further show that this 

alignment is particularly important for the design of complex visual interfaces, as the differences in 

guidance by colour increased with display complexity. As introduced previously, such alignment of 

importance and colour of objects has previously been shown to improve graph (Ratwani et al., 

2008) and map design (Francis et al., 2010; Shive & Francis, 2013). Our findings add to these by 

giving a general hierarchy of the role of specific colours on attention allocation, which may be 
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useful for the design of complex visual displays, or e.g. for optimizing colour highlighting 

techniques such as those reported by McDougald & Wogalter (2014). Furthermore, in compliment 

to previous studies showing the trade-off of benefits between colour variation and luminance 

variation (Travis et al., 1990), the results show difference in attentional guidance and capture that 

could not be explained by differences in contrast or luminance. 

    Second, our finding that it may require elaborate processing before colours convey emotion can 

have significant consequences for how colours are used to convey semantic knowledge about 

products over short durations, such as in advertising, where colour plays a central role for signalling 

specific traits such as environmental friendliness (Aslam, 2006; Lee et al., 2015). 

6. Conclusion 

Colours as a group have been consistently shown to guide and capture attention. This paper 

investigated experimentally whether individual colours have different levels of guidance, and 

whether this guidance is contingent on the complexity of the display. The results supported both 

these claims, showing significant differences between colours that became larger as a function of 

interface complexity. The data suggested a three-group structure, with 1) red facilitating search the 

most, 2) green, blue and yellow the second-most, and 3) orange and purple facilitating search the 

least. Implications for theory of perception and application to design were discussed. 
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Abstract 

The design of visual interfaces plays a crucial role in ensuring swift and accurate information search 

for operators who use procedures and information tables to cope with problems arising during 

emergencies. The primary cognitive mechanism involved in information search is visual attention. 

However, the design of interfaces is seldom done through applying predictions of attention theory. 

Conversely, theories of attention are seldom tested in applied contexts. Combining application and 

attention theory thus stands to benefit both areas. Therefore, this study tested three theories of visual 

attention that are especially relevant for information processing in emergencies (Feature Integration 

Theory, Load Theory and Dilution Theory) and predictions about attentional guidance and capture 

of color in a complex visual interface. Evidence was found for several predictions from theory, 

especially from the Feature Integration Theory. Implications for design practice and attention theory 

are discussed. 

 

Keywords: Visual Attention, Affordances, Cognitive Load, Visual Load, Color, Human-centered 

design, Human Performance 
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In complex socio-technical environments, the performance of human operators heavily depends on 

the design of the visual aids at their disposal. For example, nuclear power plant operators depend on 

the critical information presented in several complex interfaces to inform their decisions. If the 

correct information is found slowly due to suboptimal design, decision-making may suffer and 

cause severe adverse effects. Similar practice areas include aviation, military strategy and medicine, 

all sharing in common that the correct information must be found in a complex visual interface at 

high speed. 

Visual interfaces must therefore be designed such that they allow for the correct actions to be 

performed. The possible actions that an interface allows, commonly referred to as affordances 

(Gibson, 1978; Norman, 1988), must thus be managed by the designer to increase the likelihood of 

the correct actions being performed. A useful tool for managing affordances lies in user studies, 

which improve design through increased knowledge of the potential user (Crilly, Moultrie, & 

Clarkson, 2009). To this end, previous research has provided guidelines for practitioners on how to 

improve visual performance with regards to increasing, e.g., general aesthetic appeal (Blijlevens, 

Mugge, Ye, & Schoormans, 2013; Choi, Orsborn, & Boatwright, 2016; Crilly, Moultrie, & 

Clarkson, 2004; Orsborn, Cagan, & Boatwright, 2009) or through investigation of specific product 

tests and user evaluation studies (Braseth & Øritsland, 2013; Karlsson, 2007; Lau et al., 2008; Na & 

Suk, 2014; Ranscombe, Hicks, Mullineux, & Singh, 2012; Weyer et al., 2010). However, such 

studies seldom relate their findings to the underlying cognitive mechanisms, nor aim to towards 

generalisable theories of interactions with specific design features. Conversely, the present study 

aims at making guidelines for improving visual design for emergencies by using theories of 

attention, which is the primary cognitive mechanism responsible for determining what information 

reaches consciousness (Baars & Franklin, 2007; Dehaene, Charles, King, & Marti, 2014).  
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A central feature of the attention system is that its capacity is limited, allowing only three to five 

objects to enter consciousness at any given time (Deutsch & Deutsch, 1963; Sperling, 1960). As a 

result, its allocation is especially important for complex interfaces that contain large amounts of 

information. Through highly focused and controlled experimental studies, researchers in fields such 

as cognitive psychology and neuroscience have developed topic specific theories (e.g. in relation to 

visual load, Lavie & Tsal, 1994), as well as generalized theories of attention allocation (e.g. Guided 

Search, Wolfe et al., 1989; The Theory of Visual Attention, Bundesen, 1990)  that have proven to 

robustly predict the allocation of attention in highly controlled contexts. However, these findings 

have seldom been tested in relation to concrete use-cases. A potential reason for why they are 

seldom translated is that the amounts of influencing variables in real world scenarios usually vastly 

outnumber the influencing variables investigated in the highly controlled experiments: When 

shaping visual aids for use in critical situations, a designer must consider all aspects of attention 

simultaneously. However, due to the lack of studies that combine both applied scenarios and 

information about the underlying cognitive mechanisms, little information is available regarding 

how the various aspects of attention interact with each other in more realistic visual design 

cases. This paper attempts to address this gap in information by investigating how participants 

perform when searching for information in a display that simultaneously mimics a complex visual 

interface used in nuclear control rooms and the interfaces used in experimental psychology to allow 

for predictions about attention allocation. Thereby, insights are gained on how predictions and 

insights from attention research can be applied when using design to communicate visual 

information in emergency scenarios. 

This paper first reviews research and frameworks from ecological psychology and design research 

that are useful for understanding how interfaces are used. It is argued that designers create 

interfaces with certain actions in mind by creating products that afford those types of actions, and 
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that user studies may lead to better understand which design options afford specific actions. Second, 

research on visual attention is outlined that provides insights into which visual components afford 

certain types of attention allocation. The focus is on theories that have relevance for emergencies. 

Third, two visual search experiments are conducted that test multiple predictions from the attention 

literature in a complex visual interface based on those used in nuclear power plant control rooms. 

Fourth and finally, the results and their implications for design practice and attention theory are 

discussed. The following sections show the relation between user studies and improved design, as 

illustrated by the alignment of intended and actual affordances. In relation to this, Load Theory 

(Lavie, Hirst, De Fockert, & Viding, 2004; Lavie & Tsal, 1994), Feature Integration Theory 

(Treisman & Gelade, 1980) and Dilution Theory (Benoni & Tsal, 2010; Tsal & Benoni, 2010) are 

outlined due to their possible applicability to interface design. 

Aligning Designer Intention and Actual Use 

One of the main goals of this work is to offer suggestions that can improve the design of visual 

interfaces for use in emergencies, based on attention theory. To this end, it is important to first 

consider how information from user studies can aid designers in developing better solutions.  

Previous research has shown that designers hold distinct intentions with regards to how the product 

being created will be used. Research has also demonstrated that designers exert effort towards 

making the design in a way that increases the likelihood of the intended use also being reflected in 

the actual use (Crilly et al., 2009). This reflects design as a communicative process that involves a 

designer telling the user how to use the product through the product (Crilly, Good, Matravers, & 

Clarkson, 2008; Crilly, Maier, & Clarkson, 2008). This paper takes this design-as-communication 

approach as its basic assumption with regards to how to improve design.  Under this assumption, an 

important way that designers can increase the likelihood of a device’s intended use becoming its 

actual use is through manipulating the possible actions of the designed object. These possible 
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actions are commonly referred to as affordances, usually referencing to the original formulation by 

Gibson (1978) and/or the application to design by Norman (Norman, 1988). Adopting this concept, 

a product is considered to have a number of affordances, which denotes the possible actions that can 

be performed in relation to or with the product. Furthermore, the concept usually relates to 

likelihood of use (e.g., a chair more readily affords sitting on it than throwing it), whereby a metric 

for success of a designed object lies in the extent to which the action that was intended for the 

product is also the action that is most readily afforded by the item. Previous research has shown that 

designers can increase the likelihood of their intended affordances matching actual affordances by 

performing user studies (Crilly et al., 2009; Maier, Fadel, & Battisto, 2009): A prototypical user 

study will thus elucidate the likelihood of specific affordances of a product pertaining to specific 

groups. Applying such user or group knowledge is sometimes referred to as user-entered design or 

human-centered design (e.g. Cagan & Vogel, 2001, for a recent review see Boy, 2017). Such user-

centered design studies have resulted in insights relating to topics such as aesthetic preferences and 

user experience (Blijlevens et al., 2013; Hung & Chen, 2012; Ranscombe et al., 2012; Tovares, 

Boatwright, & Cagan, 2014), perceived sustainability and its relation to preference (Goucher-

Lambert & Cagan, 2014; Reid, Gonzalez, & Papalambros, 2010), and the emotion evoked by 

products and  their specific attributes (Boatwright & Cagan, 2010; Demir, Desmet, & Hekkert, 

2009; Desmet, 2012; Goucher-Lambert, Moss, & Cagan, 2017; Karlsson, 2007). Alternatively, 

more recent evidence has shown that designs can be improved by relying on findings that are 

common to all humans due to our shared phylogenetic heritage, such as basic principles object 

coherence (Leder, Carbon, & Kreuzbauer, 2007; Nørager, 2009) or gestalt laws (Lugo, 

Schmiedeler, Batill, & Carlson, 2016), or very large cultural norms, such as ‘Westerner’ 

interpretation of colors (Aslam, 2006). These studies represent an increasing body of knowledge on 

the affordances of specific properties. While the original definition of affordances is unconstrained, 
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previous research has indeed mostly considered the concept with regards to concrete actions (e.g., 

the above chair example), aesthetics (Xenakis & Arnellos, 2013), semantics (You & Chen, 2007), 

tool usage (Wagman & Carello, 2003), interface design (Stefanucci, Creem-Regehr, Thompson, 

Lessard, & Geuss, 2015) or to fields such as engineering design (Ciavola & Gershenson, 2016) or 

design and architecture (Maier et al., 2009). Recently, however, Still & Dark (2013) proposed that 

affordances can represent any automatic cognitive process that is evoked when viewing an object, 

and that the relationships can be both evolutionary and culturally acquired. They conclude by 

speculating that in the presence of several perceived affordances, designers may benefit from 

models of basic cognitive mechanisms (e.g., the biased competition model of Desimone & Duncan, 

1995) to inform their designs. 

This paper takes this notion a step further, showing how affordances of a visual interface can be 

related to, and predicted through, the application of attention theory. Understanding the visual 

attention system is particularly important for predicting what information will receive attentional 

processing, or, in other words, what information visual interfaces most readily afford being 

processed. Drawing upon these insights thereby represents an important avenue for increasing the 

likelihood that the intended affordance of a display is also the most likely (Kozine, 2007; McCarley 

& Steelman, 2013). In the following section, the foundational studies and theories that form the 

basis of most of attention research are outlined. Following this, theories that relate to, and give 

concrete predictions about, attention allocation are described and the predictions are tested using a 

complex visual interface that mimics those typically found in nuclear control rooms.  

The Guidance and Capture of Attention 

A central topic of research on the visual attention system is to what extent attention is under our 

control. Several theories of attention (Bundesen, 1990; Wolfe, 2007; Wolfe et al., 1989; Wolfe & 

Horowitz, 2017) have proposed that which objects catch our eyes depends on both their relevance 
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for our goals (referred to as ‘top-down’ weight) and the inherent relevance of the objects’ properties 

(also referred to as ‘bottom-up’ weight). For example, top-down control of attention results means 

that if you are scanning for a word in capital letters in a search display, your attention will be more 

likely to be allocated to capital words in general, while bottom-up control of attention means that a 

blinking word may catch your attention regardless of your goal due to the inherent capturing 

properties of newly appearing stimuli (Theeuwes, 2010; Wolfe & Horowitz, 2017). A prevalent 

illustration of  the interaction between the effects of bottom-up and top-down features is that the 

objects ‘race’ towards attention with various speeds based on  their top-down and bottom-up 

relevance (Bundesen, 1990; Desimone & Duncan, 1995). Additionally, several conditions have 

been found to modify the degree to which the attention system is guided and captured by top-down 

and bottom-up features. In the following sections, the effects of load, dilution and color are outlined 

due to their relevance to design of interfaces used in critical situations. For each collection of 

findings, the specific predictions are summarized, which serve as the basis for the two visual search 

experiments presented in this paper.  

Load Theory and Feature Integration Theory: Cognitive and Visual Load 

In both everyday and emergency settings, users of visual interfaces are subject to varying degrees of 

cognitive strain. Whether it is because of having to perform several tasks at once, having to hold 

varying amounts of information in memory, or varying amounts of multimodal stimulation (such as 

an alarm going off), the cognitive load of any user will be under varying demands depending on the 

situation. The Load Theory of Selective Attention and Cognitive Control (henceforth Load Theory, 

Lavie, 2005, 2006, 2010; Lavie et al., 2004; Lavie & Tsal, 1994) predicts that when cognitive load 

goes up, the ability to ignore distracting stimuli goes down, due to a decrease in available cognitive 

inhibitory resources. Given the natural variations in workload in users of visual interfaces in the real 
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world, it seems highly relevant to see if the predictions of Load Theory extend to a more realistic 

interface. 

In addition to the cognitive load induced from the surroundings, the interface itself can induce 

varying levels of load. In attention theory, load induced by the amount and characteristics of the 

objects in the visual scene is most commonly referred to as visual load, again usually with reference 

to Load Theory (Lavie et al., 2004; Lavie & Tsal, 1994). The most commonly referred examples of 

high and low visual load stem from the experiments that form the basis of the Feature Integration 

Theory (Treisman & Gelade, 1980). In a classic low visual load display, the target is separable from 

the distractors by a single feature. For example, it can be the only X amongst a number of O’s, or 

the only blue object amongst a number of red objects. In such situations, a high-capacity pre-

attentive processing stage can aid the visual search, leading to a fast, parallel search that is only 

marginally affected by the number of distracting objects in the display. In a classic high load 

display, the target and distractors are all unique members of the same category. For example, the 

target can be an X with distracting stimuli L S H, or a blue target amongst red, green and orange 

distractors. In such situations, the pre-attentive processing is not sufficient for attention allocation, 

and instead the observer must inspect each element and determine whether it was the target in a 

slow, serial fashion. In sum, high visual load requires slow, individual processing of each object, 

where low visual load allows for rapid processing of several objects in parallel. The difference in 

visual load has thus been shown to be highly influential for visual search speed in a highly 

controlled setting. Furthermore, Treisman & Gelade’s theory shown promise for predicting visual 

search for signs, symbols an icons (McDougall, Tyrer, & Folkard, 2006) and for targets in color-

coded and intensity-coded displays (Yamani & McCarley, 2010). Additionally, the effect of visual 

load has been shown to extend to how distractors are processed. According to Load Theory, higher 

visual load will reduce the processing of distractors, as all capacity will be occupied by target-
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relevant objects. Conversely, low visual load affords spare processing capacity to spill over to 

irrelevant objects, leading to higher processing of distractors (Lavie et al., 2004; Lavie & Tsal, 

1994). This finding has been shown to extend to irrelevant, real-life objects cartoon characters 

(Forster & Lavie, 2008), although these effects have recently been shown to be limited in their 

generalizability (Lleras, Chu, & Buetti, 2017). Taken together, these theories thus make specific 

predictions with regards to how users of complex displays should be able to filter relevant visual 

objects from irrelevant visual objects, as well as the likelihood that they are distracted. 

Visual Dilution Theory  

As a competing theory to Load Theory, Visual Dilution theory (Benoni & Tsal, 2010; Tsal & 

Benoni, 2010; Wilson, Muroi, & MacLeod, 2011) addresses distractor processing under visual load 

as well, but alters the theory to take into account the total amount of objects in the visual display. 

Drawing on the findings of Stroop Dilution (Kahneman & Chajczyk, 1983), dilution theory of 

distractor interference states that processing of distractors depends on the total amount of objects in 

the display: If there are more objects, then distractors will have lower influence because their effect 

is diluted by even entirely irrelevant objects. This effect has been explained in some different ways. 

Kyllingsbæk et al. (2011) ascribe the effect to a lowered probability of attention being allocated to 

any given object. While distractors may still have a larger probability than an irrelevant distractor, 

the dilution effect results in overall lower probability of it being selected. Based on this, while 

Dilution Theory does not address whether irrelevant objects will influence processing speed overall, 

the theory predicts that distractors should have a lower effect with more irrelevant objects. The 

predictions of this theory thus could be highly influential for understanding how easily a user is 

distracted by irrelevant objects in a complex display. 



Attention Affordances 

11 
 

Color Guidance 

Color is a common and useful tool for distinguishing between objects in complex visual displays 

(Jameson, Kaiwi, & Bamber, 2001; Spence & Efendov, 2001; Spence, Kutlesa, & Rose, 1999; 

Vazquez, Gevers, Lucassen, van de Weijer, & Baldrich, 2010; Ware, 2008). This is in concordance 

with attention theory, which has repeatedly shown that color can both guide (Wolfe, 2007; Wolfe & 

Horowitz, 2017) and capture (Nordfang, Dyrholm, & Bundesen, 2013; Theeuwes, 1992, 1994) 

attention. While these studies mostly dealt with color as a category, a recent study extended this to 

show that individual colors have individual effects on attention Andersen & Maier (2017). 

Furthermore, previous studies have shown that the overall and individual colors depend on visual 

load (Biggs, Kreager, & Davoli, 2015; Andersen & Maier, under review). Additionally, previous 

research has also shown that search in visual displays using colors to distinguish between objects 

depend heavily on the combination of the individual colors (Francis, Bias, & Shive, 2010; Müller, 

Geyer, Zehetleitner, & Krummenacher, 2009; Shive & Francis, 2013; Starke & Baber, 2018). 

Therefore, applying attention theory on the guidance and capture of color is important when judging 

the attention affordances of complex displays. 

Overview of Experiments 

Two experiments were created to test the outlined predictions of the Feature Integration Theory, 

Load Theory, and Dilution Theory, as well as the presented findings on attentional guidance by 

color, within a design relevant context. The visual interfaces used were created to mimic a 

simplified nuclear control room interface (based on the illustrations of Braseth & Øritsland, 2013), 

while simultaneously sharing enough characteristics with the displays used in the attention literature 

to allow testing the above predictions. The two experiments were identical in all aspects except that 

in Experiment 1, participants were given information about both the target color of an object (a 

barometer) and its target number, whereas the target color was unknown in Experiment 2. 
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Experiment 1 thus mimics the common methodology for studying attentional guidance of color (e.g. 

Biggs et al., 2015; Wolfe, Jeremy M.; Cave, Kyle R.; Franzel, 1989; Wolfe & Horowitz, 2004, 

2017), and Experiment 2 mimics the common methodology for studying attentional capture of color 

(e.g. Nordfang et al., 2013; Theeuwes, 1992). In concurrence with Nordfang et al., (2013), faster 

search times were expected for colored targets in both experiments, but more so when participants 

are given information about the target color. The remaining individual hypotheses associated with 

each prediction and the manipulations employed to test them are outlined in the sections below and 

summarized in Figure 1. 
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Figure 1: A
n exam

ple target search display w
ith explanations for the various m

anipulations and their relation to theory. See the online 

article for a colored version of this figure. 
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Experiment 1: Guidance of Color 

Method 

Participants. Twenty-five (nineteen female) students at Carnegie Mellon University and 

University of Pittsburgh participated in the experiment in exchange for monetary compensation. 

Participants were between 18 and 30 years old, and were required to have normal or corrected-to-

normal vision, not be color blind, not suffer from ADHD or depression, or have a family history of 

ADHD or depression. Participants were pre-screened for color blindness prior to the experiment. 
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Overall Design. Visual interfaces were created that mimic a simplified nuclear control room 

interface based on the illustrations of Braseth & Øritsland (2013), while simultaneously keeping 

relevant objects equidistant from the center of the display. All interfaces contained a “Reactor” 

object (of varying color, see Figure 2), which measured 2.6˚diagonally and 3.5˚ horizontally, 

connected to four “Steam Generators”, which measured 8.7˚ horizontally at the widest point, 6.0˚ 

horizontally at the narrowest point and 6.9˚ diagonally.  Each “Steam Generator” contained two 

contained two “Barometers”. The “Barometers” varied in color (see Figure 2 for the various colors), 

measured 1.9˚ in diameter, and contained a white box with a three digit identification number, 

which participants used for visual search. Below each barometer was a single digit for participants 

to report in the search task. This mimics the design of Theeuwes (1992) and Nordfang et al., (2013) 

in that that the target color was not part of the target number. In half of the interfaces, each “Steam 

Generator” also contained two “Trend Graphs”, measuring 1.9˚ both horizontally and diagonally, to 

increase the visual dilution. “Barometers”, “Reactors”, “Steam Generators” and “Trend Graphs” 

were created in Microsoft PowerPoint 2010. Text objects were created in E-Prime and used the 

Courier New font. Colored objects used the “standard colors” Red, Light Blue, Light Green, 

Yellow, Orange and Purple from Microsoft PowerPoint 2010 in concordance with (Andersen & 

Maier, 2017; Andersen & Maier, under review). All text objects used the Courier New font, and 

were created in E-Studio version 2 for Windows. Figure 1 shows an example interface with the 

various manipulations and their relation to theory. 
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Figure 2: Color codes, contrast scores, luminance scores, and visual representation of the used 

colors. See the online article for a colored version of this figure. 

Cognitive Load.  Cognitive load was manipulated through a modified version of the dual task 

paradigm of Lavie et al., (2004), which uses a reduced version of Sternberg’s (1966) short-term 

recognition task to manipulate cognitive load while participants perform a search task. This 

experiment varied in that participants remembered letters and searched for numbers (whereas the 

converse was used by Lavie et al., 2004). Participants were asked to remember a letter sequence of 

one (low load condition) or five (high load condition) letters. Letters were consonants (y was 

considered a vowel) to avoid reduced load from chunking. The sequence was presented for 500ms 

in the low load condition and 2000ms in the high load condition similar as in Lavie et al., (2004). 

After this, the participants performed the search task, and were then presented with a single letter 

probe, which they determined to be part of the sequence or not. There was a 50-50 chance that the 

presented probe was present or absent. Participants pressed the CTRL key if the target was present 

and the ALT key if the target was absent. For each trial, participants were given feedback on their 

performance on the memory task in that specific trial, as well as all trials so far (excluding practice). 

In concordance with Load Theory, higher overall reaction times were expected under higher load, 

and larger distractor interference. 

 

Colour R G B Contrast Luminance
Red 255 0 0 4 29
Yellow 255 255 0 1.1 106
Green 0 176 80 2.9 33
Blue 0 112 192 5.1 15
Orange 255 192 0 1.6 66
Purple 112 48 160 8 7
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Visual Load.  Visual load was manipulated through conditions that allowed participants to 

search in parallel or serially for the number target, to see the effect on overall reaction time and 

distractor processing. In the high load condition, all eight barometers have a sequence of three 

random numbers (e.g., 957). In the low load condition, the target is the same as in the high load 

condition and, but all other barometers have three zeros (000) as their number sequence. The 

experiment thus mimics the common methodology for studying the effect of visual load (e.g. Biggs, 

Kreager, & Davoli, 2015b; Lavie et al., 2004; Lavie & Tsal, 1994). Higher visual load was expected 

to lead to higher reaction times.  

The effect of distractor interference under load was tested by varying the color of the central 

“Reactor Object” to be either congruent (i.e., the same as the target) or incongruent (i.e., white, the 

color of the non-target barometers) with the target color. Participants were told to ignore the 

distractor in all cases. This experiment thus mimics the flanker response-competition task (Eriksen 

& Eriksen, 1974), with a central flanker (Beck & Lavie, 2005; Wilson et al., 2011). Differences in 

response times between the congruent and incongruent conditions were considered to indicate 

distractor interference. In concordance with Load Theory, lower distractor interference was 

expected in the high load condition. Furthermore, in concordance with Biggs et al., (2015) and 

Andersen & Maier (under review) larger effects of guidance and capture of color under higher 

visual load were anticipated. 
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Visual Dilution.  Visual dilution was manipulated through the inclusion or exclusion of 

irrelevant “Trend Graphs” in the “Steam Generators”. Participants were instructed to ignore them 

whenever they appeared. In concordance with the Dilution (Benoni & Tsal, 2010; Tsal & Benoni, 

2010; Wilson et al., 2011) account and Theory of Visual Attention (TVA, Kyllingsbæk et al., 2011), 

lower distractor interference was expected under higher visual dilution. 

Placement.  The possible effect of reading order was controlled for by randomizing the 

placement of both target and distractor objects across participants. In concordance with previous 

findings (Buscher, Cutrell, & Morris, 2009; Buscher, Dumais, & Cutrell, 2010; Cutrell & Guan, 

2007) participants were expected to find targets faster in the top-left quadrant of the display due 

overtraining for the left-to-right reading order.  

Apparatus.  The experiment was conducted on a laptop computer with an externally 

connected screen and keyboard. Stimuli were displayed using E-Studio version 2 for Windows. 
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Experiment Procedure.  Each participant completed one training block (20 trials) and three 

experiment blocks (102 trials each for 306 trials total). Each trial proceeded as follows: First, a 

screen appeared for 2000ms or 500ms (see section 3.1.4 for details), which showed the letter 

sequence to be remembered, followed by a 30ms visual mask. Second, the target barometer, 

including color and barometer number, was shown for 2000ms followed by a 30ms visual mask. 

Third, a fixation cross appeared in the middle of the screen for 500ms to ensure that participants 

were focused in the middle of the display at the start of each search task. Fourth, the search display 

(see Figure 1 for an overview of the variations) appeared until the participant responded with the 

corresponding number using the numpad (maximum response time allowed was 8000ms based on 

pilot tests) had passed. Fifth, participants were shown a letter probe, and pressed CTRL if the 

number was present in the memory sequence or ALT if the number was absent (see section 3.1.4 for 

details) (maximum response time allowed was 6000ms based on pilot tests). Sixth and final, 

participants were given feedback on their performance in the memory task for 1000ms. Figure 3 

shows the experiment procedure. 



Attention Affordances 
 

20 
 

 

Figure 3: The experiment procedure. See the online article for a colored version of this figure. 

 

Results 

Analysis was conducted in R studio for Windows using base R and the nlme package. The 

dependent variables were reaction time (RT) and accuracy for the visual search task and memory 

task. The independent variables were target color, distractor color, distractor interference (measured 

as the difference between distractor types), cognitive load, visual load, visual dilution and 

placement. A linear mixed effects model was fit to the data, and results were evaluated using a 

Repeated-Measures ANOVA model with Subject modelled as a random factor. Reaction time data 

were log-transformed prior to analysis to better fit the assumption of normal distribution. An 

overview of the results is given in Table 1 
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Table1: Mixed Effects Linear Model for Experiment 1   

Variable F-value p-value 

Target Color 72.86 <.0001** 

Distractor Color 1.78 0.0994 

Distractor Type 5.15 0.0233* 

Cognitive Load 32.13 <.0001** 

Visual Load 98.63 <.0001** 

Irrelevant Distractor Count 0.17 0.6819 

Target Position  267.34 <.0001** 

Target Color x Visual Load 1.69 0.1193 

Distractor Type x Visual Load 0.32 0.5731 

Distractor Type x Cognitive Load 0.32 0.5695 

Distractor Type x Irrelevant Distractor Count 6.13 0.0133* 

*significant **highly significant     

 

Target color was significant (F = 72.85, p<0.0001) indicating a significant difference in reaction 

time as a function of individual colors. Post-hoc tests revealed that this difference was due to white 

targets being found significantly slower than targets of other colors. 

There was no significant difference between individual distractor colors (p > 0.05). However, there 

was significant distractor interference (F= 9.08, p=0.0026), as targets were found significantly 

slower when the target color was the same as the distractor color. Higher cognitive load 

significantly lowered search times (F = 32.10, p<0.0001). Higher visual load significantly increased 

search times (F = 98.77, p<0.0001). There was no significant effect of visual dilution (p > 0.05), 
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meaning that the presence of the irrelevant graphs did not affect overall reaction time. However, 

there was a significant interaction between the presence of irrelevant distractors and distractor 

interference (F = 6.13, p = 0.013), indicating that distractor interference was higher when the 

irrelevant graphs were absent. Figure 4 shows this relationship. There was a significant effect of 

placement (F = 267.34, p < 0.0001), with targets being found faster if they were in the top-left 

quadrant (see Figure 5). Finally, in opposition to what was predicted by Load Theory, there were no 

significant interactions between cognitive load and distractor interference or visual load and 

distractor interference. Furthermore, there was no significant interaction between target color and 

visual load as opposed to previous findings (Andersen & Maier, under review). 

 

Figure 4: The interaction between Visual Dilution and Distractor Interference. When the diluting 

graphs are present, the color of the distracting reactor object has no significant effect. When the 

diluting graphs are absent, the color of the distracting reactor object significantly slows search if it 

matches the target color. Error bars indicate 95% Confidence Intervals. See the online article for a 

colored version of this figure. 
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Figure 5: Boxplots for the effect of placement. Items in the two top-left positions are found 

significantly faster. Notches in the boxplots indicate 95% Confidence Intervals. 

 

Discussion 

Experiment 1 studied visual search performance for three-digit numbers that were located in 

barometers that participants knew the color of. The results showed both congruence and 

incongruence with the predictions from attention literature. Most notably, the results supported the 

predictions of Feature Integration Theory (Treisman & Gelade, 1980), namely that participants were 

faster when they were able to use a single feature to filter out irrelevant objects. This was reflected 

in a significant effect of visual load, indicating that when participants could use the shape of the 

number, rather than needing the specific number identity, to conclude their search. Furthermore, 

there was no significant effect of visual dilution, indicating that participants were unaffected by the 

presence of the distracting graphs because they were able to filter them out. This, perhaps 

surprising, result indicates that a cluttered visual display will not be harder to navigate if targets are 

sufficiently distinguishable by category. 
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Furthermore, these results clearly show that colored targets were found faster than white targets, in 

congruence with previous research (Nordfang et al., 2013; Theeuwes, 1992, 1994; Wolfe, 2007; 

Wolfe & Horowitz, 2017). This indicates that non-white targets had a higher priority in the attention 

system, which may be due to the higher contrast between the background and the targets (Irwin, 

Colcombe, Kramer, & Hahn, 2000), given that the results did not show differences between the 

individual non-white colors. Furthermore there was no significant interaction between individual 

colors and load, which stands in opposition to previous findings (Biggs et al., 2015; Andersen & 

Maier, under review), indicating that the other effects took priority for attention allocation in this 

experiment. 

Adding to this, there was a clear reading-order effect, showing that participants found targets in the 

top-left quadrant faster. The reading-order effect is usually corrected for in attention experiments 

(as was the case in this experiment), but the results corroborate previous findings (Buscher et al., 

2009, 2010; Cutrell & Guan, 2007) in showing its significance for visual interface design. Namely, 

that high priority targets should be located in the top-left quadrant. 

Moving to the second-order effects, the results showed that the effect of the salient distractor object 

(the reactor in the middle of the display) was consistent with the predictions of Dilution Theory, and 

inconsistent with Load Theory. Experiment 1 thus corroborates the recent criticism of Load Theory, 

suggesting that the interaction between Load and distractor processing should instead be attributed 

to dilution (Benoni & Tsal, 2010). Namely, the results showed that the distracting reactor object 

only had a significant effect on performance when the irrelevant trend graphs were not present. 

While the irrelevant graphs did not affect overall performance, the higher visual clutter thus 

nevertheless reduced the effect of a salient distractor, further supporting the counter-intuitive 

finding that more complex displays may not be harder to navigate if the target characteristics are 

well known. 
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Finally, the results showed a counter-intuitive effect of cognitive load, as higher cognitive load was 

associated with faster search speed. Post-hoc test revealed that this may have been due to a small 

(~1.5%), but statistically significant (F = 14.9, p<0.0001), difference in accuracy. As such, when 

working memory was beyond the normal maximum capacity, participants were able to find the 

targets faster at a slight cost of accuracy.  A non-significant interaction effect between cognitive 

load and the distractor type indicates that the faster search speed was not due to lower distractor 

processing. As this effect is counter to the predicted, further research is needed to clarify this effect. 

While there were no significant differences between the individual target colors, particularly 

between white and non-white colors, the results may have been influenced by participants knowing 

the target color. In real life, however, users of visual interfaces may not always know the target 

color in advance, but rather only an identifier such as an identification number or shape. To test 

whether results were different when participants did not know the target color, a second experiment 

was conducted where participants did not know the target barometer color. 
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Experiment 2: Capture of Color 

Method 

Participants.  A new sample of twenty-five (sixteen female) students at Carnegie Mellon 

University and University of Pittsburgh participated in the experiment. Inclusion criteria and 

compensation were identical to Experiment 1.  

Overall Design & Procedure.  Experiment 2 was identical to Experiment 1 in all aspects 

except that participants were only instructed in the target number, as opposed to both the target 

color and target number in Experiment 1. Given that participants had no knowledge of the target 

color, distractor interference was measured only in relation to differences between the individual 

distractor colors. 

Results 

Due to participants not knowing the target color, the effect of the distracting reactor object’s color 

matching the target color was in itself not a meaningful measure. Instead, it was measured whether 

there was a significant difference between the individual colors, irrespective of whether they 

matched the target color or not. With this exception, the analysis was identical to the one conducted 

in Experiment 1. An overview of the results are shown in Table 2 
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Table 2: Mixed Effects Linear Model for Experiment 2   

  F-value p-value 

Target Color 19.94 <.0001** 

Distractor Color 4.09 0.0004** 

Distractor Type 3.23 0.0723 

Cognitive Load 10.67 0.0011** 

Visual Load 135.50 <.0001** 

Irrelevant Distractor Count 1.17 0.2797 

Target Position 262.73 <.0001** 

Target Color x Visual Load 2.52 0.0194* 

Distractor Color x Visual Load 0.15 0.9887 

Distractor Color x  Cognitive Load 0.35 0.9102 

Distractor Color x Irrelevant Distractor Count 1.49 0.1763 

*significant **highly significant     

 

There was a significant effect of target color (F = 19.94, p<0.0001) indicating a significant 

difference in reaction time between individual target colors. Post-hoc tests revealed that this 

difference was due to white targets being found significantly slower than all colored targets except 

red, whereas red and purple were found significantly slower than yellow (p<0.001), orange (p<0.01) 

and blue targets (p<0.001).  

There was a significant effect of distractor color (F = 3.23, p< 0.001) indicating that there was a 

significant difference between individual distractor colors. Post-hoc test revealed that this was due 

to red distractors capturing significantly more attention than blue (p=0.02), orange (p=0.034) and 



Attention Affordances 
 

28 
 

white (p<0.0001) distractors, and purple distractors capturing significantly lower attention than 

white distractors (p < 0.001). Higher cognitive load significantly lowered search times (F = 10.71, 

p<0.0011). Higher visual load significantly increased search times (F=135.85, p<0.0001). 

Furthermore, there was a significant interaction between visual load and target color (F = 2.52, p = 

0.0196), indicating a larger difference between colored targets at high visual load, and a larger 

difference between colored and white targets at low visual load. Figure 6 shows this relationship. 

 

 

Figure 6: The interaction between Visual Load and the difference between individual target colors. 

At high load, the individual difference between colors is larger, but the difference between red and 

white is smaller. At low load, the difference between non-white colors is smaller, but the difference 

between non-white and white targets is larger. Error bars indicate 95% Confidence Intervals. See 

the online article for a colored version of this figure. 
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There was no significant effect of visual dilution (F=1.17, p = 0.28), meaning that the presence of 

the irrelevant graphs did not affect overall reaction time. Finally, there was a significant effect of 

placement (F = 263.02, p < 0.0001), with targets being found faster if they were in the top-left 

quadrant (see Figure 7). 

 

Figure 7: The effect of placement. Items in the two top-left positions are found significantly faster. 

Notches indicate 95% Confidence Intervals. 

 

Discussion 

Experiment 2 studied visual search performance when participants did not know the target color in 

a complex display. As with Experiment 1, the results showed both congruence and incongruence 

with the predictions from attention literature, but notably, the congruencies and incongruencies 

differed from those in Experiment 1.  

Experiment 2 reproduced the findings from Experiment 1: that targets in the top-left quadrant were 

found faster, that irrelevant graphs did not affect search, that visual load slowed search, and that 

cognitive load improved search speed. As in experiment, post-hoc analysis showed that the 

difference in speed as a function of cognitive load may have been due to a small (~1.5%), but 

statistically significant (F = 39.72, p < 0.0001), difference in accuracy. These findings thus further 
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corroborate the prediction by Treisman & Gelade (1980) that participants were able to ignore 

irrelevant stimuli by only scanning for barometer-like objects, and non-000 target numbers when 

applicable. Furthermore, the findings indicate that the culturally induced reading order is highly 

relevant for attention allocation, regardless of the extent of knowledge about the target. Finally, the 

results of Experiment 2 further underline a need for conducting additional research to elucidate the  

effect of cognitive load on performance. 

However, unlike Experiment 1, the results of Experiment 2 showed a significant difference between 

individual target and distractor colors. The difference between individual colors was furthermore 

larger at high visual load, in concordance with previous research (Biggs et al., 2015; Andersen & 

Maier, under review). Furthermore, the difference between distracting colors was not affected by 

load, in concurrence with a former study with Andersen & Maier (under review). These results thus 

indicate that individual colors of both target and distractor objects have individual effects on 

attention when the target color is unknown. Therefore, when users are expected to be naïve to the 

expected color scheme (e.g., due to a lack of training opportunities or infrequent exposure to the 

display) the exact colors used have a significant effect on attention allocation, whereas this was not 

the case for interfaces where the target color was known.   

General Discussion 

Two experiments were conducted in order to test predictions from attention theory about how 

complex visual displays afford the allocation of attention. This was done using variations of a 

display that mimicked both the interfaces used in nuclear control rooms and those used in 

experimental psychology. Specifically, it was investigated whether attention theory could predict 

the attention affordances of visual and cognitive load, visual dilution, placement, target and 

distractor color, and distractor interference when their insights were transferred from a highly 

specific and controlled environment to a complex display where all these aspects of attention were 
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required at once. In both experiments, participants searched for a number sequence in an interface 

that varied to allow testing the effect of the individual attention affordances. In Experiment 1, 

participants additionally knew the target color, whereas in Experiment 2 they did not. The results 

for each experiment were discussed in detail above. This section draws together these results and 

discusses the findings of both experiments with regards to their implication for design research, 

design application and attention theory. 

Implications for Attention Theory 

The presented experiments tested predictions from attention theory on the afforded attention 

allocation of a complex display that mimicked those used in the applied context of a nuclear control 

room. While the predictions have proven to be robust within the tightly controlled experimental 

conditions, they should also generalize to real world settings if they truly reflect insights about 

human nature. In light of this, the experiments presented in this paper thus also have implications 

for attention theory, as they test of the robustness of the predictions in a complex visual interface. 

The most robust finding was that the experiments consistently showed the utility of the seminal 

theory of Treisman & Gelade (1980) for predicting participants’ ability to filter out irrelevant 

information. In both experiments, results showed that participants were able to filter out the 

irrelevant graph objects, which indicated that visual clutter was irrelevant for search in complex 

displays if each of group of objects is distinct from each other, as predicted by the theory.  

The second line of findings relates to two theories regarding the effect of visual load on distractor 

processing: Load Theory and Dilution Theory. Experiment 1, where participants knew the target 

color, and thus could be distracted by a matching color of the central reactor object, showed that 

higher visual load had no effect on distractor processing, whereas the presence of irrelevant graphs 

affected distractor processing in concordance with Dilution Theory (Benoni & Tsal, 2010; Tsal & 

Benoni, 2010). Despite the larger prominence of Load theory, the findings in the present paper 
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agree better with the more recent Dilution account. The results presented here thus offer some 

cadence to the claims of Benoni and Tsal (2010; Tsal & Benoni, 2010) and others (Kyllingsbæk et 

al., 2011; Wilson et al., 2011) that predictions from Load Theory can more accurately be explained 

by a dilution account of distractor processing. Furthermore, our results corroborate the findings and 

suggestions of Lleras and colleagues (2017) that Load Theory may have limited generalizability and 

be of limited applied use. This is further corroborated by the fact that the present paper presents 

results that conflict with Load Theory’s predicted interaction between cognitive load and distractor 

processing: Experiment 1 showed no interaction effect between distractor processing and visual or 

cognitive load – in fact, both Experiments 1 and 2 showed faster reaction times under high 

cognitive load.   

Implications for Design Practice 

The experiments presented in this paper studied a number of distinct predictions with regards to the 

afforded allocation of attention to varying parts of a complex display. While the presented display 

was designed to mimic the interfaces used in a nuclear power plant control room (based on Braseth 

& Øritsland, 2013), the results should generalize to complex displays in general, given that all 

findings were related to predicted affordances that were derived from attention theory (which 

considers attention in a broad manner) and that the manipulated variables were generalizable to 

other contexts. Notably, the study manipulated cognitive load and visual load, thereby giving design 

insights pertaining to a wide variety of use cases and complexities. Therefore, the results of this 

paper contribute several guidelines that designers could utilize to improve complex visual interfaces 

for both situations.  

As the most consistent findings, the experiments showed the importance of reading order in 

predicting the afforded attention allocation in a complex visual interface. Assuming these results do 

indeed generalize, high priority items would thus benefit from being presented in the top-left corner 
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of the screen in visual interfaces similar to the ones presented here. Furthermore the experiments 

consistently showed that additional irrelevant objects were effectively filtered out, and did not 

afford attention allocation. These results thus indicate that additional cluttering objects do not 

hinder search in complex visual displays if they are easily distinguishable from the targets users are 

looking for. In fact, the results of Experiment 1 showed that the irrelevant reactor object has less 

distracting effect when irrelevant graphs were also present. These results thus indicate, perhaps 

counter-intuitively, that more visual clutter will reduce the effect of a salient distracting object. As 

the final consistent finding, both experiments showed, perhaps that higher cognitive load improved 

speed at a slight cost of accuracy. While further research is needed to elucidate the mechanism 

behind these findings, the results thus suggest that high cognitive load may be facilitate parts of 

performance while hindering others while using complex visual interfaces. 

On a more specific basis, the experiments showed that the importance of individual color choices in 

affording attention allocation varies depending on the context: In the high complexity environment 

of Experiment 1 and 2, the effect of individual colors was only observed when participants had no 

knowledge of the target color. The results presented here thus represent two different cases for how 

designers should apply colors in their visual interfaces depending on the expected use case. 

 

Conclusion 

This paper presented two visual search experiments that tested predictions from theories of attention 

in a complex visual interface. It was argued that attention theories can elucidate how attention 

allocation is afforded in complex displays, and that this can be used to improve how visual 

interfaces are designed by better aligning the intended and actual use. Furthermore, the experiments 

acted as a test of whether the predictions of attention theory that have proven robust in the highly 

controlled and specific displays, also predict the afforded attention allocations in more complex 
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interfaces that involve several aspects of attention at once. Three prominent predictive theories – 

Feature-Integration Theory, Load Theory, and Dilution Theory – and standalone predictions about 

attentional guidance and capture of color were tested simultaneously through a display that 

mimicked both the complex visual interfaces used in nuclear control rooms and the highly 

controlled displays used in experimental psychology. The results showed that several predictions 

from attention theories, most notably Feature-Integration Theory, could generalize to predict the 

afforded attention allocations, and that the accuracy of the predictions related to the amount of 

knowledge participants had about the target. 
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4.1. Chapter Introduction 
Having discussed attention, the primary underlying mechanism that governs what information 

enters consciousness, and the application for improving visual design for emergencies in the 

previous chapter, this chapter focuses on the higher-level decision making that determines where 

information is searched for and, when it is found, how it is interpreted. While the attention system 

will ultimately be responsible for the search and discovery of the required information, it is the 

decision making process of e.g. operators that determines which documents and/or screens are 

presented to the attention system. Furthermore, once the information is found, the interpretation of 

the information will influence what actions will be performed as a consequence. Therefore, 

knowledge about the decision making processes that underlie information search and interpretation 

is equally valuable for improving visual design for emergencies. 

In the traditional economic model of decision makers, the decision making process behind finding 

and interpreting information would be considered to be rational process where logic would be the 

main driver behind figuring where to go next (Tversky & Kahneman, 1981). However, the last five 

decades of research has seen a large accumulation of evidence that has challenged this notion of the 

rationality, instead demonstrating that human decision making is guided by a series of biases and 

heuristics that consistently, and predictably, skew their choices and judgments. The most popular 

explanation for this deviation from rationality comes from Dual Process theories (e.g. Evans, 2003; 

Kahneman & Frederick, 2002), which have proposed that human decision making relies on two 

systems rather than one: System 1, which is fast, non-conscious, and prone to biases, and System 2, 

which is slow, conscious and (usually with great effort) able to produce rational responses (Evans, 

2003, 2008). We are thus able to produce rational and logical responses, however, due to the brain's 

preference towards conserving energy (Kahneman, 2011; Kool et al., 2010), we inadvertently tend 

to base much of our decision making on System 1 thinking, which in turn leads to risks of biases. 

Operators of nuclear power plant control rooms, as well as similar areas such as medicine, aviation 

and military, are usually highly trained experts within their domain. Based on this expertise, 

research has shown that they are likely to employ highly refined heuristics that make their decision 

making processing faster for the domain they are trained in (Dreyfus, 2004; Gigerenzer & 

Gaissmaier, 2011; Shanteau, 1992). However, when conditions are non-typical, as is often the case 

for emergencies within the nuclear realm (U.S. Nuclear Regulatory Commission, 2002), these 

heuristics may lead to sub-optimal behaviour (Kahneman & Klein, 2009). Furthermore, 
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emergencies are often associated with high cognitive load (Burian, 2005), which increases the risk 

of biased decision making (Gailliot et al., 2007; Muraven & Baumeister, 2000; Muraven et al., 

1998). Taken together, investigating whether experts are susceptible to decision making biases in 

emergencies, and, if yes, which ones, is critical for preventing adverse events. Given that operators 

rely on visual aids, most notably written procedures, designers may be able to prevent or minimize 

biases through design interventions (Cook & Smallman, 2008; Walmsley & Gilbey, 2017). 

Conversely, the visual aids may worsen the likelihood of biased behaviour if designed improperly. 

Based on this, the research presented in this chapter is concerned with detecting whether nuclear 

control room operators display biased decision making, whether any such biases are amplified with 

the procedures that they rely upon, and with suggesting ways in which designers and design 

researchers could look to prevent such biases. The research was conducted in collaboration with 

researchers at the Institute for Energy Technology in Halden, Norway, and consists of literature 

review and studies of decision making of real-life operators in realistic scenarios presented in the 

Halden Man-Machine Laboratory (HAMMLAB). 

4.2. Research and Findings 

The paper presented in this chapter, (Paper 6/ Andersen et al., 2018), is a conference contribution 

wherein it was investigated whether operators display confirmation bias and biased decision making 

due to misapplied expertise. Furthermore, it was investigated whether the operating procedures 

could have increased the likelihood of these biases occurring. The study was done through a re-

analysis of two previously conducted simulation experiments in HAMMLAB to investigate the 

decision making of crews of active, experienced nuclear control room operators in scenarios that 

required them to step outside of procedural guidance to avoid adverse effects. The re-analysis was 

conducted by analysing the behaviour of operators using a detailed description of performance 

created by a nuclear control room expert, as well as by revisiting audio and video recording of the 

experiments. It was found that the majority of crews showed evidence of biased behaviour due to 

both confirmation bias and misapplication expertise, and that these biases (particularly confirmation 

bias) were amplified by the presence of the procedures. Based on this, suggestions were made with 

regards to future studies as well as design interventions that could alleviate the biases rather than 

aggravate them. The results thus both have implications for understanding expert decision making 

in emergencies and for preventing decision making biases through improving the design of 

operating procedures. 
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4.3. Implications for Design Practice 
Besides providing knowledge of operator behaviour, which may inform designer decisions, the 

results have direct implications for the design of procedures for emergencies. The findings that 

procedures could amplify the likelihood that the operators were biased indicate that procedure 

designs should be explored to counter-act this effect. The most successful method for combating 

confirmation bias, which our results indicated that procedures may have aggravated, is to 

incorporate counterfactuals or prompts for considering the opposite of the current hypothesis (Cook 

& Smallman, 2008; Galinsky & Moskowitz, 2000). The results of Paper 6 showed potential 

evidence that this could be an effective intervention to be used in design of procedures for nuclear 

control rooms, as the crew least likely to be affected by confirmation bias was readily applying 

counterfactuals in their communication strategy. The results thus support practice by both pointing 

out a potential cause for variation in performance and behavioural patterns of active, experienced 

nuclear control room operators, and by offering suggestions for what could be an effective 

intervention for procedure design, which could better aid visual search strategies of operators. 
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Biased Decision Making in Realistic Extra-Procedural 
Nuclear Control Room Scenarios 

Emil Andersen, Igor Kozine and Anja Maier 
Technical University of Denmark, Denmark 
 
In normal operations and emergency situations, operators of nuclear con-
trol rooms rely on procedures to guide their decision making. However, in 
emergency situations these procedures may be insufficient in guiding op-
erators. Little is known about the decision making strategies that operators 
employ in these extra-procedural situations. To address this, a realistic 
simulation study was conducted with five crews of active, licensed nuclear 
operators to see the behavioural patterns that occur when procedures are 
not sufficient. This paper, a re-analysis of a previously collected dataset, 
investigates how the design and existence of procedures influence, and 
possibly bias, decision making. Evidence is found that operators were af-
fected by confirmation bias, and that mismatches between their home 
power plant and the simulated power plant made them commit errors due 
to misapplied expertise. Furthermore, this effect was amplified by the ex-
istence and design of the procedures used. Avenues for debiasing through 
design are discussed.  

 
1. Introduction 

Studies of operators in nuclear control rooms, airplane cockpits and 
medical decision making have led to a greater understanding on decision 
making in high-stakes complex environments over the last several decades. 
To deal with the complex requirements of these environments and 
strengthen performance, researchers in decision making and design have 
worked hand in hand to improve the interfaces, environments and tools of 
the specialists that operate these fields (e.g. [1]–[5]). An important early 
development was the move towards the use of written procedures and 
checklists. Usually in the form of physical paper copies of varying length, 
procedures and checklists are written documents that specify conditions for 
their use, followed by a list of diagnosis and action steps. However, previ-
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ous studies have found that for the critical situations in nuclear control 
rooms, the majority of real life operating events included non-typical con-
ditions [6], [7]. In such situations, where the predicted situation in the pro-
cedure does not match the observed situation, procedures may become in-
efficient or lack proper guidance [8].  

In the design field, an increasing amount of studies have sought to un-
cover patterns in human behaviour in order to guide designers in their ef-
forts, e.g. on topics ranging from basic perceptual functioning, to aesthetic 
product preferences and other critical factors for consumer decisions 
(e.g.[9]–[17]. Through evaluations of real and/or stylized products and 
product attributes, these studies have started to shape our understanding of 
how humans in general and in relation to specific groups in particular per-
ceive and interact with various design characteristics. Furthermore, studies 
of designers have found biases in their decision making such as design fix-
ation ([18], for a recent review see [19], the preference effect [20], strate-
gies for how these effects can be mitigated, and how these strategies inter-
act with expertise [21]. Outside of the design field, developments over the 
last several decades have led to an increased understanding of decision 
making strategies and biases in general [22], [23]. However, little is known 
about how these decision making insights apply in the practical situation of 
a control room emergency, and whether the decision making biases are re-
duced or amplified by the existence of the designed objects such as proce-
dures and checklists – particularly in the non-typical situations that charac-
terise real life emergencies. 

To address this, the present paper re-analyses data collected for a project 
involving two realistic pressurized water reactor scenarios conducted at the 
Halden Man Machine Laboratory (HAMMLAB) simulator in 2014. The 
scenarios were designed such that multiple complications would lead to 
situations where crews had to perform autonomous extra-procedural ac-
tions to achieve optimal performance. The results of the original study 
were documented by Massaiu & Holmgren [24]. They investigated how 
operators perceive discrepancies between their own plans and the proce-
dure, how crews compromised between needing to act fast and to follow 
procedures, and how the crew size and composition affected diagnosis and 
decision making. They found that crews, with some exceptions, prioritised 
strict adherence to procedures and that crew size and composition did not 
influence performance. The scenarios were described in detail by Massaiu 
& Holmgren [25] to allow for future re-analysis, such as this paper.  

Adding to this former work, the present paper aims to show biases and 
heuristics that may have caused divergences in behaviour amongst the 
crews. The purpose of this study then is to create an exploratory platform 
to show how biases may influence expert decision making in critical situa-
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tions, as well as to begin shaping our knowledge of how these biases may 
arise from the designed objects that these operators interact with during 
their work.  

 
2. Background 

In this paper, we focus on two biases that have been related to expert 
decision making: The first is the bias that occurs when expertise is trans-
ferred to a similar but different situation, thus causing misapplications of 
one’s expertise. The second is confirmation bias, which is the tendency to 
overly prioritise and seek for information that benefits existing views. Both 
biases have been shown to impact decision making of experts in many di-
verse fields, such as medicine, engineering and law [26]. 

In this section, these biases are described, and we outline which behav-
ioural patterns should be observed if the nuclear control room operators 
were affected by them. 

2.1. Expertise 

2.1.1. What is an Expert? 
In this paper, we use as the basis for our definition of expertise the one 

given by Simon [27]: "The situation has provided a cue: This cue has giv-
en the expert access to information stored in memory, and the information 
provides the answer. Intuition is nothing more and nothing less than 
recognition". From this viewpoint, an expert is one who has been exposed 
to a high variety of situations and has learned the correct response, which 
allows him to swiftly recall and apply it in future situations. Furthermore, 
we extend our definition of expertise based on the arguments by Kahne-
man & Klein [22]. Drawing on a study by Shanteu [28], they argue that 
expertise will only form if a) the context of training provides valid cues for 
learning, meaning cues that reflect real patterns in the context, and b) if the 
context of training is sufficiently regular to allow for learning of patterns. 
Without these aspects, they argue, it is not possible to learn whether your 
behaviour is resulting in good or bad results, and thus expertise cannot be 
achieved. The nuclear power plant is a vastly complex system, with a myr-
iad of technical details that needs to be acquired over several years an op-
erator is certified. However, from the criteria of Kahneman & Klein [22], 
the nuclear power plant control room is a valid context for acquiring ex-
pertise, as the relation between inputs and outputs of actions is both con-
sistent and readily available of observation for the operators. Given the ex-
tensive training required for certification, as well as the substantial 
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experience of all the participants in the study, a high level of expertise 
should thus be expected. 

2.1.2. Misapplied Expertise 
Given this expertise, it is expected that the operators employ highly re-

fined heuristics (shortcuts for decision making) that allow them to make 
(near-) optimal decisions for the context they have been trained in, with 
lower effort [23], [29], [30]. However, these strategies can decrease per-
formance if applied to other contexts, where they are not adequate. For the 
present simulation study, this may be the case. First, the crews were 
trained at a power plant in a different country than the simulated power 
plant. Second, not all parts of the simulation perfectly matched what would 
be observed in the reference power plant. The operators could perform 
sub-optimally due to lack of plant-specific knowledge or due to expecta-
tions of and/or reliance on signals that do not come due to plant differ-
ences. Furthermore, due to these differences, the operators need to adjust 
their behaviour to reflect a lower level of expertise than what they have for 
their home plant, taking the more explorative mind-set of a novice. How-
ever, previous research has shown that experts, when put in a similar but 
not identical situation to what they have expertise for, tend to act as if their 
expertise also applies to the novel situation [22]. This is caused by a false 
belief that there is a perfect transfer of skill between the two situations. 
While the operators receive training in operating the simulation power 
plant prior to the simulation scenarios, there may nevertheless be devia-
tions between the two power plants that will cause operators to use heuris-
tics that are inappropriate for the specific context.  

If the nuclear power plant operators are affected by the bias of misap-
plied expertise, we expect that one, they will double-check their decisions 
in an insufficient manner, as they would not need to do this if they were 
highly trained, and two, they will deviate in ways that turn out wrong due 
to lacking plant-specific knowledge. 

2.2. Confirmation Bias 

Confirmation bias is the non-conscious tendency to seek for- and to give 
higher value to information that confirms our existing views and, con-
versely, to ignore and deprioritise information that goes against our exist-
ing views. Confirmation bias is thus an overarching term that covers the 
tendency to strongly persist in existing beliefs, as a result of biased evalua-
tion of information and in search for information [26].  
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2.2.1. Belief Persistence 
The first aspect of confirmation bias is belief persistence, which is the 

term for a collection of tendencies that cause early beliefs to be very resis-
tive to change: First, the tendency to persist in early hypotheses for no rea-
son than them being the first adopted hypotheses [31]. Second, the tenden-
cy to be more likely to question information that contradicts their existing 
belief, while being less likely to question information that confirms their 
pre-existing belief [32], [33]. Third, the tendency to be likely to explain 
away events as random etc. if they conflict with their existing beliefs, thus 
discrediting the events rather revisiting the belief [34]. 

If operators are susceptible to belief persistence, we expect that opera-
tors will persist in their early hypotheses if they do not contradict the oper-
ating procedures (regardless of whether or not the procedures are correct 
for optimal decision making at the time). 

2.2.2. Biased Search for Information 
The second aspect of confirmation bias is the tendency to only seek in-

formation that confirms one’s existing view, or to only seek for infor-
mation that would only exist if the existing view was correct. Conversely, 
it is the tendency to avoid information that would disconfirm one’s view 
and/or not to seek for information that would exist if an alternate view was 
correct [35]. This tendency thus allows one to never disconfirm one’s view 
through never exposing oneself to situations that threaten the viewpoint. 
Furthermore, given that one only samples information that supports the 
view, confidence in the view increases [36].  

Similarly, we expect that operators will perform confirmatory search by 
looking at power plant locations that will show problems only if their hy-
pothesis was true and will tend not to search for disconfirming information 
through, e.g., alternate sources such as field operators.  

3. Case Study 

The data that form the basis for this paper are the decisions of nuclear 
control room operators in two realistic simulation scenarios conducted in 
the HAMMLAB simulator in 2014. Two scenarios of realistic emergency 
situations in a Pressurized Water Reactor were run by five crews of 3-5 
crew members. The size of the crews and the exact scenario durations are 
shown in Table 1. In nuclear operations, operators rely on Emergency Op-
erating Procedures to solve emergencies. The operators have knowledge of 
a vast array of ‘entering conditions’ for various procedures, and will ‘en-
ter’ a given procedure in response to these conditions. Once entered, the 
procedures will guide the operators through identifying and alleviating 
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problematic symptoms. Operators are at no point required to know the 
cause of the observed problems, only to follow the procedures that instruct 
how to respond to these symptoms. 

 
Table 1: Crew size and duration of scenarios. Note that shorter duration does not 

necessarily indicate better performance. 

 
 

The two scenarios are unique with respect to the cause of the problem. 
However, in both scenarios, emergency operating procedures are entered 
in response to the reactor ‘tripping’ (this term refers to neutron absorbing 
control rods being inserted into the core, thus stopping the chain reaction). 
While tripping the reactor stops further power from being produced, the 
power plant is not safe until problems such as leaks causing spread of radi-
ation are solved, and the plant is cooled and depressurized. Until safe shut-
down is achieved, adverse effects such as release of radioactive material to 
the atmosphere, or, in the worst case, core meltdown, are still possible.  

Both scenarios were designed such that following operating procedures 
was not sufficient for safe and effective shutdown. Operators were thus re-
quired to perform autonomous actions to avoid adverse effects. The sce-
narios are described in detail below. Overall, the complex problems of the 
scenarios caused several problems for all crews in both scenarios, albeit to 
varying degrees for the various crews, as will be elaborated below.  

3.1. Scenario 1 

The first scenario involved multiple leaks on the piping system that con-
nects the core with the plant’s three steam generators. The crew is given the 
cover story that construction is ongoing nearby, which, shortly after start, is 
cited as the cause for a blast that gives vibrations to the plant, including the 
control room. In the simulation, this blast results in immediate release of ra-
dioactive material in all steam generators, followed shortly (12 mins after 
start) by a small leak in a tube connected to steam generator #2, and subse-
quently (20 mins after start) a rupture in a tube in steam generator #3. The 
leak in steam generator#3 will increase in size two times, first at 25mins and 
then at 40mins after start, with the latter being equivalent of a complete tube 
rupture. If the crew has not manually tripped the reactor at 40mins, the au-
tomatic tripping system will do so shortly after the complete tube rupture. 

Crew 1 2 3 4 5
Size 5 5 3 4 3
Scenario 1 Duration 02:06:21 01:54:47 02:50:00 01:52:51* 02:10:37
Scenario 2 Duration 01:26:21 01:14:47 02:10:00 01:12:51* 01:30:37
*Scenario was stopped before the crew had completed the final goal
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The challenge for the crew is ensure cooldown while avoiding using the 
two damaged steam generators’ relief valves, as this would result in re-
lease of radioactive material to the atmosphere. To do so, the two damaged 
steam generators should be isolated. This task is complicated by the fact 
that it is not clear from following the procedures and the information dis-
played whether steam generator 2 is causing problems, as it is obscured by 
the effects of the rupture in steam generator 3. Operators must thus active-
ly look for additional information to successfully handle the task. 

 
Figure 1: Diagram of Scenario 1, courtesy of Massaiu & Holmgren [24]. 

3.2. Scenario 2 

The second scenario involves an irreversible loss of coolant following 
leaks to the Reactor Coolant System, which results in water spilling on the 
floor of the auxiliary building. The scenario begins with a distracting task 
in the form of a pump trip. This will occupy the operators at the start of the 
scenario. The first major complication happens when two valves starts 
leaking in the Residual Heat Removal System (one at start, the other after 
8 minutes). At around 11 mins from start, a pipe in the Residual Heat Re-
moval system of the auxiliary building will break, resulting in reactor 
coolant fluid spilling on the floor. Finally, a smaller leak will occur in the 
Reactor Coolant Pump thermal barrier, which will complicate the detection 
of the primary leak. The loss of pressure will cause an automatic trip of the 
reactor if it is not initiated manually. 
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Figure 2: Diagram of Scenario 2, courtesy of Massaiu & Holmgren [24]. 

 
The challenge for the crew is to ensure safe and effective cooldown 

while reducing the effects of the leaks. This task is complicated by the fact 
that the procedure for this type of event aims at identifying the main leak 
and to isolate it, but in the present scenario the procedure’s directions are 
insufficient. Furthermore, although the operators do not know that the 
leaks are not isolable, it is considered optimal performance to discover the 
location of the leaks and to try isolation actions, beyond the procedures’ 
guidance.  

 
4. Methods 

4.1. Dataset 

Five crews of certified operators from three nuclear power plants were 
recruited. Two crews had three members, two crews had four members and 
one crew had five members. All crews participated in both scenarios. 

The study took place at the Halden Man Machine Laboratory 
(HAMMLAB) at the Institute for Energy Technology, Halden, Norway, in 
a realistic simulation set-up that mimics a Swedish Pressurized Water Re-
actor (PWR). Audio and video materials were recorded during the scenari-
os, which serve as the raw dataset for this analysis. The audio material in-
cluded all conversation between operators, sounds played in the 
environment, conversations between the operators and the experimenters 
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(who, at various times, roleplayed as field operators) and conversations be-
tween experimenters. The video material consisted of four streams of seri-
ally played still-shots of the operators and recordings of the displays used 
by the operators (including mouse movements on these). The raw dataset 
was processed by a former shift supervisor from the simulated plant, who 
has many years of experience as an operator and thus has the required 
skills to evaluate performance, together with a human factors specialist 
from the Halden Reactor Project. These evaluations and additional com-
ments were noted down in detail in a spreadsheet, along with the 
timestamp and a brief description of the various events that the process ex-
pert had deemed significant. The contents of the comments included, but 
were not limited to: examples of good behaviours, errors and deviations 
from protocols. To measure performance, each team was evaluated by the 
process expert using a 5-points rating scale, which gives a score of one to 
five on task critical operations, and with five being optimal performance. 
For the purpose of this study, the crew performance scores for each scenar-
io were averaged as an indicator of overall performance.  

As this study re-analyses previous data, the dataset for this paper in-
cludes the aforementioned raw data and processed spreadsheet, as well as a 
detailed report with further processed descriptions of the events [25]. The 
study was approved by the Ethical Council of the Institute of Energy 
Technology and complied with their ethical guidelines. 

4.2. Analysis Procedure 

To perform the analysis for this report, the first author first read the re-
port by Massaiu and Holmgren [25], which gives a detailed description of 
the scenarios for each crew. This was to better familiarise himself with the 
terminology and to look for possible connections to theory. Second, he an-
alysed the detailed spreadsheets, marking events that were of particular in-
terest for further processing. Third and final, he re-inspected the video and 
audio material to find examples of specific dialogue exchanges, and to lis-
ten for cues, such as tonality, formality of word usage, volume in the 
speech, overall to get a better understanding of the marked events. In order 
to ensure that the context was properly understood, the procedure for re-
inspecting an event was to start the recording approximately one minute 
before the timestamp of the event and to end approximately one minute af-
ter the event had ended. The purpose of the re-inspection was to ensure 
that the writing of the process expert (which did not contain comments 
about tonality etc.) was not misunderstood. This was especially important 
when the process expert had written ad verbatim quotes from the operator 
dialogue. 
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Following the re-inspection of the data, the first author noted all exam-
ples of good behaviour (as commented by the process expert) in the 
aforementioned spreadsheet with a green mark and all examples of errors 
and deviations with a red mark. Following this, these behaviour examples 
were coded into categories and the frequency of each category was count-
ed to give an overview of the performances. 

Based on these steps, behavioural patterns of the highest, medium, and 
lowest scoring crews as defined by the crew performance ratings were 
compared. 

 
5. Results 

In this section we show the behavioural findings from the simulation 
scenarios. The results are divided by scenario, and for each scenario we 
describe the behavioural patterns of the top-, medium- and lowest-scoring 
crew(s). The differences between these behavioural patterns and the extent 
to which they are caused by use of procedures and decision making biases 
will be discussed in section 6. 

5.1. Scenario 1 

In scenario 1, the major point of divergence in team performance lied in 
identifying that both steam generator #2 and #3 suffered from structural 
damage. Two of five crews detected that there were problems with both 
steam generators, whereas the remaining three crews proceeded as if only 
one steam generator was leaking at any given time. However, all teams 
were challenged in this detection, as it adhered to procedure and was plau-
sible that any effects observed from steam generator #2 could have been 
caused by ‘shine’ (which is the term for radioactive measures spilling over 
from a larger nearby rupture). The crew performance scores for scenario 1 
are found in table 2. Problems were observed for all teams and radioactive 
material was released to the atmosphere by all crews (crew 5 was the only 
crew who did so intentionally). As was previously reported by Massaiu & 
Holmgren [24], crew size did not predict performance and the teams with a 
Shift Technical Advisor did not outperform teams without a person per-
forming this role. 

In the following, we characterise the differences between the top, medi-
um and lowest scoring crews, by describing their behavioural patterns. 
Differences in these behavioural patterns will be discussed in concordance 
with our hypotheses in section 6. 
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5.1.1. Factors Causing High Performance 
The highest scoring crew was crew 5, with an average performance 

score of 4.7. Four aspects were observed that may have caused this per-
formance: First, the process expert observed few technical errors and/or in-
stances of suboptimal execution. Second, the crew was very active in look-
ing for alternate sources of information and in testing multiple hypotheses. 
For example, crew 5 was the only crew to autonomously ask for infor-
mation about Steam Generator #2 integrity, follow up to ensure that they 
received the information and perform actions to isolating Steam Generator 
#2. The focus on looking for alternate sources and on investigating alter-
nate hypotheses was also visible in the language used in strategy meetings, 
where crew members would use utterances such as "ruptured steam gener-
ator or generators" or "we can’t tell WHICH steam generator" to describe 
the problem. Third, the Unit Supervisor did not read aloud the notes in the 
procedures and was, along with the rest of the crew, very proactive in 
planning future actions. Specifically, the crew frequently called for status 
updates, wherein ideas were discussed and shared and plans were laid for 
future actions. Fourth, the Unit Supervisor in crew 5 would read all proce-
dure steps aloud before any actions were taken, whereas in other crews, the 
Unit Supervisor would read each procedural one step at a time as they 
were completed.  

5.1.2. Factors Causing Medium Performance  
The medium-scoring crews were crew 1, 2 and 3, with average perfor-

mance scores of 3.8, 3.7, and 3.8. Of these, one crew, crew 3, identified 
that both Steam Generator #2 and #3 had suffered structural damage. 
However, all three crews considered, to varying degrees, whether Steam 
Generator #2 had leaked as well. The different strategies for investigating 
these considerations were as follows: Crew 3 called a ‘Field Operator’ 
(roleplayed by the control room), but without opening sampling valves 
(thus not allowing for sampling), and did not call the field operator back 
after the sampling valves had been opened. After some deliberation in the 
experimenters’ gallery, the ‘Field Operator’ decided to call the crew and 
share the information that both Steam Generator#2 and Steam Generator#3 
showed radiation, after which the crew promptly performed actions to-
wards isolating Steam Generator#2 as well. However, the crew used Steam 
Generator#2 for cooldown. Crew 1 and 2 discussed the possibility of a leak 
in Steam Generator#2, opened sampling valves and sent a ‘Field Operator’ 
to collect samplings. However, both crews did not follow up with the Field 
Operator and abandoned the hypothesis that Steam Generator#2 could be 
leaking as well. Compared to crew 5, the three middle scoring crews  used 
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singular terms about the steam generator problem early on, such as “the 
ruptured steam generator” (crew 1). Notably, some medium scoring crews 
originally believed the measures in Steam Generator#3 were due to shine 
(when it had first leaked) and then changed their hypothesis to it being the 
Steam Generator#2 measures that were caused by shine. These crews thus 
essentially did not change the hypothesis that it was only one steam gener-
ator that was faulty – they simply changed their mind about which one it 
was. Finally, the medium scoring crews tended to search for information 
that backed up (rather than falsified) their views, as is reflected in language 
such as "request chemistry back that up with local sample"(crew1). 

5.1.3. Factors Causing Low Performance 
The lowest scoring crew was crew 4, with an average score of 2.7. Two 

aspects were observed that may have caused this performance: First, the 
process expert observed technical errors in executing the procedures. The 
effects of these errors caused ripple effects that made the scenario more 
and more complex, eventually resulting in the scenario being ended before 
depressurization was achieved. Second, we observed examples of ineffi-
cient communication between crew members. For example, the crew’s Re-
actor Operator and Shift Technical Advisor suggested several times to per-
form steps to test whether Steam Generator #2 was also leaking. However, 
the Unit Supervisor was of a different belief, and thus did not translate the 
recommendations into actions towards isolation. As a result, the crew 
quickly abandoned the possibility that two Steam Generators were dam-
aged and instead focused on Steam Generator #3. 

 
Table 2: Crew size, duration of scenario and performance scores for Scenario 1.  

 

Crew 1 2 3 4 5
Size 5 5 3 4 3
Alarm Handling 5 4 4 3 5
Identification and Isolation 3 4 3 3 4,5
Cooldown 3 5 4 4 5
Depressurization 4 1 4 3 4,5
Stop Safety Injection n/a 5 5 2 5
Pressure Balance n/a 3 2,5 1 4
Average 3.8 3.7 3.8 2.7 4.7
Duration 02:06:21 01:54:47 02:50:00 01:52:51* 02:10:37
*Scenario was stopped before the crew had completed the final goal

Scenario 1 Performance Scores
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5.2. Scenario 2 

In scenario 2, the major point of divergence was the degree to which 
teams chose to invest resources into identifying the leak locations by going 
outside of the procedures. These differences are detailed below. Overall, 
the impact of choosing to use resources to identify and isolate the leaks 
varied: Teams hit procedural goals at comparable speeds, with crew 3 be-
ing slightly faster. Using resources for non-procedural operations thus did 
not slow down the progression through procedures.  

5.2.1. Factors Causing High Performance 
The highest scoring crew was crew 2 with an average performance score 

of 4.0. Two aspects were observed that may have caused this performance: 
First, the crew was one of two crews (along with crew 5) that invested 
heavily into finding the location of the leaks. The crew decided early on 
that they needed information from external sourced information. There-
fore, they communicated frequently with ‘Field Operators’ (roleplayed by 
the Control Room) throughout the scenario. Based on these communica-
tions, they were able to identify both leaks and to perform actions towards 
isolating them. Second, the crew’s Unit Supervisor chose not to read notes 
in the procedures aloud. In addition to these performance measures, the 
crew was furthermore the only crew to execute on restoring water to the 
Refuelling Water Storage Tank.  

5.2.2. Factors Causing Medium Performance 
The medium scoring crew was crew 1, with an average performance 

score of 3.3. One aspect was observed that may have caused this perfor-
mance: Compared to two of the lower scoring crews, crew 4 discussed and 
performed some preliminary actions towards identifying and isolating the 
leak. However, rather  than spending resources on investigating further the 
exact locations, they tried to deduce the locations from secondary infor-
mation instead of  testing their hypotheses with alternative sources of in-
formation, whereas  crews 2 and 5 relied on dialogue with ‘Field Opera-
tors’. Based on this information gathering, crew 1 was able to achieve 
some degree of identification of the location of the leaks, and to perform 
some isolating actions.  

5.2.3. Factors Causing Low Performance 
The lowest scoring crews were crew 3, 4 and 5, with average perfor-

mance scores of 2.3, 2.0 and 2.5 respectively. Different aspects were ob-
served for each team that may have caused this lower performance: For 
crew 3 and 4, the lower score was caused by the fact that they did not at-
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tempt to identify and isolate the leaks. For crew 5, their lower score was 
caused by suboptimal performance during attempts at isolating the leak in 
the Reactor Coolant System and during cooldown. 

Crew 3 and 4 had preliminary suspicions and discussions about the pos-
sibility of a leak. Crew 3 decided early on that there was only one minor 
leak and to not spend resources on communicating with a Field Operator 
regarding alternative information – they only communicated with the Field 
Operator for practical tasks, such as energizing valves. Crew 4 discussed 
calling a FO to investigate further, but decided not to do so as they be-
lieved there to be too many possible candidates for the leak location. 

A common factor for the lower scoring crews was that they did not 
show appropriate patience in watching the effects of the procedure actions. 
As a result, the crews entered subsequent procedures based on misleading 
information about whether or not the preceding procedure had been effec-
tive. Crew 5 attempted to compensate for this by re-running procedures 
while simultaneously entering another procedure. This increased the work-
load on the crew, which may in turn have caused the lower performance 
with regards to cooling. 

As a final factor, crew 5 was, as in scenario 1, very active in calling for 
strategy briefs and in collaborative planning of future steps. 
 
Table 3: Crew size, duration of scenario and performance scores for Scenario 2. 

 
6. Discussion 

This study investigated the decision making and performance of five 
crews of nuclear control room operators in two realistic simulated scenari-
os. The scenarios involved non-typical situations, which were caused by 
multiple failures in the nuclear power plant system and could only be de-
tected in full through deviation from procedures, such as autonomous re-
quests or search for additional information. We found that some crews 

Crew 1 2 3 4 5
Size 5 5 3 4 3
Attempt to identify? Limited Yes No No Yes
Identification of leak in RCS 3 4 1,5 1,5 2
Identification of leak in RHR 3 4 1,5 1,5 4,5
Cooldown 4 4 4 3 1
Average 3.3 4.0 2.3 2.0 2.5
Duration 01:26:21 01:14:47 02:10:00 01:12:51* 01:30:37
*Scenario was stopped before the crew had completed the final goal

Scenario 2 Performance Scores
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strictly adhered to procedures despite this leading to suboptimal perfor-
mance. Furthermore, we found that crews did generally not persist in the 
mind-set of testing multiple hypotheses once procedures had been entered. 
This was seen in the reformulation and/or further commitment to the hy-
pothesis that only a single steam generator was leaking, which was con-
sistent with the procedure in Scenario 1 and a rationalisation/explaining 
away of reasons to go outside of procedures in Scenario 2. Crucially, these 
behavioural patterns were observed despite the fact that, generally, teams 
who also pursued actions outside of procedures were not slower or less ac-
curate. Furthermore, we found examples of both types of bias behaviour. 
In the following, we elaborate our findings with respect to each bias and 
suggest implications for design. 

6.1. Expertise 

Despite crews receiving extensive training in the simulated power plant, 
we observed several possible indicators of biased behaviour due to misap-
plied expertise: First, in scenario 2, the decision of crew 1, 3 and 4 to not 
allocate additional resources towards detecting the leaks could have been 
an optimal strategy at their home plant. Their expertise may have thus 
guided them not to continue, as conserving resources would lead to greater 
success. Second, in scenario 2, crew 1 chose not to collect additional in-
formation from outside sources as they believed they could reach sufficient 
data from secondary calculations in the control room, and crew 4 decided 
not to pursue identification because they believed there to be too many 
possible causes. These behavioural patterns are consistent with the tenden-
cy not to seek for additional information due to expertise, which, in this 
case, caused suboptimal performance. 

6.2. Confirmation Bias 

6.2.1. Early Hypotheses 
Despite not being required to do so by the procedures, we observed that 

all crews created hypotheses about the cause of the problems early on in 
both scenarios. Furthermore, in both scenarios, we found that for the ma-
jority of crews, the first hypotheses persisted through the entire scenario. 
Deviations were seen in scenario 1, where crew 5 continuously explored 
multiple hypotheses throughout the scenarios (thus never committing to 
just one hypothesis) and where crew 3 committed to a hypothesis but re-
considered when salient outside information from a field operator caused 
them to reconsider. In particular, as evidence by the performance of crew 4 
in scenario 1, it seemed that the early beliefs of the Unit Supervisor were 
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especially important for choice of strategy. These observations are thus 
consistent with the notion that operators were affected by confirmation bi-
as in the form of commitment to early hypotheses. 

6.2.2. Confirmatory Search 
As expected, we found several examples of confirmatory search. In sce-

nario 1, all but one crew had adopted the hypothesis, which was consistent 
with the procedures, that only one Steam Generator was damaged. To test 
this hypothesis in a non-confirmatory manner, crews would need to look 
for information about the integrity of the other steam generators and see 
whether there was damage in multiple locations. Furthermore, given that 
there was a considerable delay between Steam Generator #2 and #3 leak-
ing, the hypothesis that only a single Steam Generator was damaged was 
true for an extended period of time. To avoid confirmatory search, crews 
would thus have to continuously look for changes in information that 
caused the previously true hypothesis to be false. We observed that only 
one crew, crew 5, employed a strategy that allowed them to continuously 
search for alternate sources of information, while another crew, crew 3, 
was given alternate information by the field operators, which prompted 
them to adopt the true hypothesis that two leaks had occurred. For the re-
maining crews, two sources of information were used to confirm the origi-
nal hypothesis, which caused the teams not to search for additional infor-
mation. First, after the rupture in Steam Generator#3 had reached its 
maximum, the severity of its effects was much larger. Consequently, crews 
could readily explain radiation measures from Steam Generator #1 and 
Steam Generator#2 as 'shine' effects which is a common occurrence and 
thus a theoretically valid data point to confirm that there was only damage 
to Steam Generator#3. Second, due to the relative small size of the Steam 
Generator#2 leak, it was difficult to detect the effects of the leak due to the 
presence of the large rupture in Steam Generator#3. In fact, looking at the 
instruments in the nuclear control room, the pressure level was stable in 
Steam Generator#2 for extended periods of time. This could be interpreted 
as a valid data point for confirming that only Steam Generator#3 was dam-
aged. These factors thus served as salient factors for relying only on con-
firmatory search.  

6.3. Implications for Design 

Our results suggest that the presence of and design of the procedures 
may have been conducive to increased risk of being influenced by these 
biases. In scenario 1, we found that all crews made initial efforts to obtain 
local samples through communications with a field operator, but only one 
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crew abandoned these efforts after emergency procedures were entered, as 
the procedures did provide a follow-up. In scenario 2, several crews specif-
ically chose not to pursue any additional actions towards diagnosing the 
problem, as the procedures did not require doing so. These results thus 
suggest that the fact that procedures did not require diagnosis of the prob-
lem, nor encouraged operators to look for alternate sources of information, 
dissuaded crews from exploring alternate hypotheses.  

While our findings are exploratory, rather than confirmed in a deductive 
way, previous studies in design research have shown that interaction with 
written materials can cause a decrease in idea generation [18], [19], [37], 
which has been explicitly linked to confirmation bias in designers [38]. 
Furthermore, research has shown that confirmation bias influences how pi-
lots plan decisions in adverse weather conditions [39] and how military 
analysts prioritise information [40]. Therefore, the design of procedures 
and checklists that prevent (or minimise) these biases has great potential 
for improving performance and, thus, safety in these fields. Research has 
been conducted that shows some success with regards to minimisation of 
design fixation [21] and debiasing decision makers through design [39], 
[40], as well as reducing confirmation bias in designers [38]. In particular, 
the use of counterfactuals, meaning examples that are opposite to the ob-
served events or encourage thinking of the opposite of the present view, 
have been successful in combating confirmation bias [40], [41]. Our find-
ings showed that successful teams employed counterfactual checks as part 
of their strategy, which resulted in fewer examples of biased behaviour. 
Therefore, we suggest that procedures created to explicitly include coun-
terfactual checks may be successful in increasing the performance of nu-
clear control room operators and other operators in emergency environ-
ments through decreased confirmation bias. Another avenue for decreasing 
confirmation bias could be the construction of decision matrices, which 
have been successful in reducing confirmation bias in designers [38]. 
However, further research is needed to validate these proposals for opera-
tors in emergencies.  

 
7. Conclusion 

This paper investigated biased decision making in realistic extra-
procedural nuclear control room scenarios. It focused on two biases that 
have been related to expert decision making: The first is the bias that oc-
curs when expertise is transferred to a similar but different situation, thus 
causing misapplications of one’s expertise. The second is confirmation bi-
as, which is the tendency to overly prioritise and seek for information that 
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benefits existing views. This paper presented a re-analysis of a data from 
two realistic simulated accidents at a pressurised water reactor, which were 
conducted with five nuclear control room operating crews. The scenarios 
required operators to perform autonomous actions outside of procedures to 
achieve optimal performance. We investigated whether the misapplication 
of expertise and confirmation bias caused suboptimal performance in the 
applied case of a nuclear control room emergency. While the study pre-
sented is exploratory, and the findings have thus not been validated in a 
deductive manner, findings in this paper provide evidence that both biases 
could explain differences in performance. Furthermore, we found that the 
use of procedures may have increased the effect of confirmation bias. We 
concluded by discussing implications and opportunities for the design of 
procedures. 
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5.1. Chapter Introduction 
The research presented in this PhD thesis represented an effort in using cognitive theory to improve 

the design of visual interfaces for use in emergencies. This was reflected in both original research 

and reviews, which aimed to answer the research question presented in section 1.3.: 

¾ How can visual design for emergencies be improved through improving design research [1], 

and through cognitive theory on attention [2], biases and heuristics [3]? 

 

The answer to the research question was explored through three angles, that are reflected in the 

research question: 1) Improving design research, 2) applying attention theory to design, and 3) 

applying bias and heuristics literature to design. 

In this chapter, the contributions of this thesis for each angle will be summarised, and suggestions 

for possible future work will be made based on the findings. 

5.2. Improving Design Research 
The first angle explored was to improve design through improving design research. This angle was 

explored through three approaches: reviewing the design literature and offering concrete 

suggestions for improvement (Paper 1/ Andersen et al., submitted), reviewing cognitive theory and 

suggesting possible impacts for design research (all papers), and creating new experimental 

paradigms that address methodological issues with previous paradigms (Papers 3, 4 and 5/ 

Andersen & Maier, 2017; submitted; Andersen et al., submitted).  

For example, Paper 5 (Andersen et al., submitted) employed a fully automated experimental design, 

featuring variations of a visual display that was based on both a realistic practice case and the 

displays used in experimental psychology. The adopted approach allowed for a close relation 

between theory building and application, which may eventually enable design research to establish 

strong theories for the visual features. The fully automated nature of the experiment further allows 

for easier replication of the experiment, which could both increase validity of the results, and offer 

easily comparable results for a number of cultural or professional groups, thereby also increasing 

ecological validity and possibility for improved theory building (Cash, 2018). 

As argued in Paper 1 (Andersen et al., submitted), future studies are needed that a) reproduces 

and/or builds on previous studies through either elaborating the topic or providing rigorously 

validated methods and measures for the constructs, and b) develop a common theoretical basis for 
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the constructs to allow for more systematic exploration and testing. As was further argued in Paper 

1 (Andersen et al., submitted), and as all research in this thesis serves an example of, achieving 

these goals could be eased by adopting and adapting pre-existing cognitive theory and 

methodology.  

5.3. Applying Attention Theory to Design 

The second angle explored was to apply attention theory to design. This was done through 

reviewing attention theory and offering suggestions on how to apply the findings in design research 

and design practice, and through original experimental research that tested specific predictions from 

attention theory in more complex displays that better resembles the interfaces used by nuclear 

control room operators and other professionals in emergencies. 

The review of attention theory (Paper 2/ Andersen & Maier, 2016) outlined how attention theory 

can be used to predict attentional allocation based on the factors that capture and guide gaze, and 

the factors that modulate this effect. The presented experimental papers (Papers 3, 4 and 5/ 

Andersen & Maier, 2017; submitted; Andersen et al., submitted) tested many of these factors in 

complex visual interfaces that closer resemble the interfaces used by operators and other 

professionals in emergencies. Specifically, the effect on attention of specific colours (Papers 3, 4, 

and 5/ Andersen & Maier, 2017; submitted; Andersen et al., submitted), cognitive load, visual load, 

visual dilution and distractors (Paper 5/ Andersen et al., submitted) on attentional allocation were 

studied. 

Taken together, these findings can inform designers about how attention will be located depending 

on how they use these factors in their interfaces, and depending on the environment that they 

predict the interfaces to be used in. For example, the findings can be applied to align the importance 

of visual artefacts and their colour according to the colour’s attentional capture, which was shown 

to be particularly important when designing complex interfaces that cause high visual load. 

However, as seen in Paper 5 (Andersen et al., submitted), all theory does not always translate to 

reality. For example, we found that the Load Theory of attention was limited in its generalizability 

from the simplified interfaces of experimental psychology to the more complex interface in our 

research. This indicates that there is high potential value for both attention theory and design in 

testing attention theory in more complex and/or realistic interfaces. For attention theory, it could 

provide ecological validity tests of the experimental findings. For design practice and research, it 
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could lead to a better understanding of how interfaces will be used, and therefore improved visual 

designs. While an extensive endeavour, the accumulation of findings from similar use cases may 

someday lead to the establishment of generalisable principles for visual design that additionally 

further our understanding of the underlying cognitive mechanisms. Furthermore, making designs 

for real-life use requires considering all the levels of use, as pointed out by Rasmussen (1983). 

Therefore, future studies are needed that link in more detail the association between biases at the 

attention level (which, using Rasmussen’s terminology, falls at the skills level of performance) and 

biases at the decision-making level (which, using Rasmussen’s terminology, usually falls at the 

rules or knowledge levels of performance).  

5.4. Applying Bias and Heuristics Literature to Design 

The third angle explored was to apply bias and heuristic literature to design. This was done through 

selecting two biases that have commonly been found to influence expert decision making and 

investigating a) whether they influenced decision making of operators of nuclear control room 

operators, and b) whether the visual procedures that operators rely on amplified these effects.  

These findings were presented in Paper 6 (Andersen et al., 2018), which presented an analysis of 

previously collected data on the performance of five crews in two simulated emergencies. The 

behavioural patterns of higher, medium, and lower performing crews were analysed and it was 

found that lower performing crews may have in part received a lower score due to being affected by 

confirmation bias and/or bias of misapplied expertise. Furthermore, it was found that these effects 

may have been amplified by the design of the procedures that operators rely on for the decision 

making.  

These findings can thus be translated into potential improvements for how the procedures could be 

designed to prevent these biases and improve visual search through design. For example, the results 

showed that implementing counterfactuals in procedure design, or prompts for considering the 

opposite hypothesis, could be particularly effective due to their effectiveness in preventing 

confirmation bias in other domains (Cook & Smallman, 2008; Galinsky & Moskowitz, 2000). 

The study presented in this thesis is thus an example of how application of bias and heuristics 

literature to a design relevant case can provide a greater understanding of how interfaces are used, 

which in turn can be used to improve them. As the study was exploratory, however, future studies 

need to be conducted that test and confirm the findings. Furthermore, future studies could test 
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whether the proposed interventions for combating confirmation bias could also be viable for 

concrete use cases such as nuclear control room operator decision making. Finally, while the biases 

were selected due to their relevance to expert decision making in emergencies, many other biases 

and heuristics have been established in the literature that could have similar applications for 

improving visual design for emergencies. In addition to the aforementioned need for studies on the 

association between attention bias and decision-making bias, future studies are thus needed to give 

a better understanding on the interaction between biased behaviour and visual guidelines. 

5.5. Conclusion 

In sum, this thesis has proposed that visual design for emergencies can be improved through 1) 

improving design research by applying pre-existing cognitive theory and methodology, 2) applying 

and testing attention theory in complex visual interfaces that better resemble the real displays used 

in emergencies, and 3) applying and testing the effects of heuristics and biases on decision making 

of operators in simulation studies and investigating whether the design of the employed visual 

guidelines amplify these effects. While more research is needed, as always, it is my hope that the 

findings in this thesis may contribute to making better visual interfaces, and thus improving visual 

information search in emergencies.  
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