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Abstract. CCTV (Closed-Circuit TeleVision) systems are broadly dgpt in
the present world. To ensure in-time reaction for inteliigsurveillance, it is a
fundamental task for real-world applications to deterntime gender of people
of interest. However, normal video algorithms for gendefiting (usually face
profiling) have three drawbacks. First, the profiling ressilalways uncertain.
Second, the profiling result is not stable. The degree ofu#yt usually varies
over time, sometimes even to the extent that a male is cledsifi a female, and
vice versa. Third, for a robust profiling result in cases thaerson’s face is not
visible, other features, such as body shape, are requitegseTalgorithms may
provide different recognition results - at the very ledseytwill provide different
degrees of certainties. To overcome these problems, ipé#per, we introduce
an Dempster-Shafer (DS) evidential approach that makesfyz®filing results
from multiple algorithms over a period of time, in particyulBenoeux’s cautious
rule is applied for fusing mass functions through time lin€speriments show
that this approach does provide better results than singiflipg results and
classic fusion results. Furthermore, it is found that ifesevmis-classification
has occurred at the beginning of the time line, the comlmnatan yield unde-
sirable results. To remedy this weakness, we further peguge extensions to
the evidential approach proposed above incorporatingponstof time-window,
time-attenuation, and time-discounting, respectivelye§e extensions also ap-
plies Denoeux’s rule along with time lines and take the DS @ggh as a special
case. Experiments show that these three extensions dalproetter results than
their predecessor when mis-classifications occur.

Keyword: Gender Profiling; Evidence Theory; Cautious Rule; Time-iféiw; Time-
Attenuation; Time-Discounting

1 Introduction

From the beginning of the 21st century, a massive investinesnteen established in
CCTV technology all over the world, e.g., Florida School Busveillance project [1],
Federal Intelligent Transportation System Program in ti&[8], the First Glasgow
Bus Surveillance [21], Intelligent Surveillance Proje®t 12-14,17,18, 16, 15], Air-
port Corridor Surveillance [2], etc. Currently, in the UKpne than four million CCTV



cameras have been operationally deployed. However, thadgd these CCTV sys-
tems on preventing anti-social behaviour and criminal e/é&nnot satisfactory. For
instance, assaults on passengers in public transpor&tgiams, especially on buses
and trains, are still a big problem. Although most of the dieeits (also called events),
are recorded on video cameras, the systems do not provittelllesesponses because
the data can hardly be actively analyzed in real-time. T$)a@8CTV cameras operate in
a kind of passive mode. They just collect enormous volumekatd with little further
utilization. Therefore, to make this technology more effe; CCTV systems have to
be active by introducing real-time analysis of video datd providing security alerts
such that undesirable behaviour can be stopped or preventiichange in CCTV
capability will significantly increase the chance that affers are caught in time which
brings great advantage in crime prevention.

A crucial and fundamental requirement for developing aivac€CTV system is to
find and analyze the threat in the scene automatically, wtéchoccur between indi-
viduals and undesirable behaviour between individualgla@énvironment. Computer
vision research on this issue has mainly focused on geretetour/action recogni-
tion. Based on statistics from criminology studies, mosedlts are caused by young
adolescent males. Hence, for automatic threat assess@@ml/ systems should be
able to provide gender and age information for people aggkeir the video. In this
paper, we focus on the former.

The most obvious cue in determining a person’s gender isghearance of their
face. However, for automatic classifiers this usually rezgicooperative subjects who
are directly looking at the camera and at close range. Fot ssasirity scenarios one
cannot assume this, as the person'’s face may not be visitiieyaare facing away from
the camera, or they may be too far away - the resulting lowluésa making gen-
der discrimination difficult or impossible. Another obv®aoue that can help overcome
these issues is that of body shape. However, generally atitociassifiers of body
shape are a less reliable indicator of gender than facedldassifiers. Furthermore,
for both types of classifiers, the output result always hasesdegree of uncertainty.
Secondly, when such classifiers are applied to video segsetiteir output can vary
significantly with time - even to the extent that a person’sdg is incorrectly classi-
fied. Thirdly, the key to a robust solution is to use both face body shape classifiers.
Ideally, we would like to use the face classifier result, jued it is detected, otherwise
we should resort to using the body shape result. Howeverr#ises the issue of what
to do when the outputs of both classifiers are different. Teroeme these problems,
an evidential (Dempster-Shafer’s (DS) theory of eviderggyroach is proposed in this
paper that makes use of profiling results from multiple pirgdilalgorithms using dif-
ferent human features (e.g., face, full body) over a peridihte, in order to provide
robust gender profiling of subjects in video.

Imperfect information frequently occurs in video analytiocesses. For example,
a person may be classified as male with a certainty of 85% bydegerofiling algo-
rithm. However, this does not imply that the person is fenveith a 15% certainty,
rather, we say that the 15% represents what is unknown aheugénder, i.e., we
do not know how to distribute the remaining 15% between mabk famale. From
probability theory, this information can only be represehasp(male) > 0.85 and



p(female) < 0.15 (or interval probabilities), which is difficult to use forasoning.
Imperfect information is usually caused by ignorance orliability of the informa-
tion sources. For example, a camera may have a faulty gatnoteetting, illumination
could be poor, or the classifier training set may be unreptatee. Any, or all, of these
can result in imperfect information which cannot be repnése by probability mea-
sures. On the other hand, such imperfect information carab#yehandled using an
evidential approach, namely, the Dempster-Shafer thefogyidence.

DS theory [4,22,10,11] is a popular framework to deal witltentain or incom-
plete information from multiple sources. This theory is able of modelling incom-
plete information through ignorance. For combining difiece pieces of information,
DS theory distinguishes two cases, i.e., whether piecadafation are from distinct,
or non-distinct, sources. Many combination rules are psegdor information from dis-
tinct sources, among which are the well-known Dempstet&[22], Smets’ rule [24],
Yager's rule [29], and Dubois & Prade’s hybrid rule [6], elie.[5], two combination
rules, i.e., the cautious rule and the bold disjunctive,rtde information from non-
distinct sources are proposed. Subsequently, we view g@noiling results from the
same classifier, e.g. face-based, at different times ag i®m non-distinct sources.
For profiling results from different classifiers, they ardumally considered as being
from distinct sources. Therefore, all of the problems nwred above can be handled
within the DS framework.

In this paper, for gender profiling results from the samesifies at different time
points, Denoeux’s cautious rule [5] is used to combine tHeon profiling results from
different classifiers (i.e., face profiling and full body fiiag), Dempster’s rule [4, 22]
is introduced to combine them. And finally, the pignisticnséormation is applied to
get the probabilities of the subject being male or female.

However, if severe mis-classification occurs at the begiguoif the time line, De-
noeux’s rule may yield undesirable results. For instarfce,subject is classified as a
female with a certainty degree 0.98, and later on it is digskas a male with certainty
degrees from 0.85 to 0.95, then by Denoeux’s cautious iubéllibe always classified
as a female. In order to remedy this weakness, in this pageprepose three exten-
sions on applying Denoeux’s rule through time lines, usingams of time-window,
time-attenuation, and time-discounting, respectielg the time-window extension,
Denoeux’s rule is applied only for the most recenframes wheren is a pre-given
threshold depending on the time length. In the time-attBon@xtension, the certainty
degree is reduced gradually by time at a pre-defined attemuattor, and in the time-
discounting extension, the certainty degree is discoungégeen the previous certainty
degree and the current one by a discounting factor. Expetsrahow that these three
extensions do provide better results when mis-classificatbccur, but they have to
pay the price of performing less accurate in other situattban the DS fusion method
proposed above. In summary, we can say these three exter@i®more robust than
their predecessor.

Y1n [25], a similar “forgetting” mechanism idea, callédarkovian requirementis discussed
such that when data are collected sequentially and time @imgful, the order with which
data are collected should be considered.



The DS theory is not a brand-new theory in the computer vismmmunity. In [27,
20], DS theory is used to improve Kalman/Particle filterse Tincertainty they consider
are not on classifications from different algorithms butlositions.

Gender profiling with information from multiple sources ista new issue in com-
puter vision, either. Shan et al. [23] fused gait and facéufes for improved gen-
der discrimination using canonical correlation analyasiggowerful tool that is well
suited to relating two sets of signals. Wang et al. [28] psmuba face representation
scheme in which a face is represented in terms of dense Swagdnt Feature Trans-
form (d-SIFT) and shape contexts of the face image. In [Z@efand gait information
is used for gender profiling. However, the fusion method issey\simple one, i.e.,
p=10.5%pr+ 0.5 % p, wherep; is the probability of a subject being a male regarding
its face information ang, is the profiling probability on its gait information. In [7],
multi-view gait information (front-end and back-end) issdSor gender profiling. This
paper also uses a simple fusion method that just adds thalpititles of the multi-view
gait profiling results, when the results are normalizeftd]. Since we have compared
with the fusion method in [31] which is a better alternatikiar these two methods, in
this paper we do not compare with the two approaches.

The remainder of the paper will be organized as follows. loti®a 2, we provide
the preliminaries on Dempster-Shafer theory. Subseque®iction 3 introduces the
three extensions of the DS approach. In Section 4, we dishagdifficulties in gender
profiling in terms of scenarios. Section 5 provides expenitaleresults which show our
extensions perform better than its predecessor and acfasgn approach as well as
single profiling approaches. Finally, we conclude the pap&ection 6.

2 Dempster-Shafer Theory

For readers’ convenience, here we recall a few basic defirsitand concepts in evi-
dence theory, or Dempster-Shafer’s theory of evidence.

There are three important functions in the DS theory: théchaalief assignment
(bba), the belief function®el) and the plausibility function®!). The bba maps the
power set to the interval [0,1], assigning O to the empty sdtliba values summing up
to 1 for all the subsets of the power set.

Formally, we denot&? as a non-empty, finite set of elements, called frame of
discernmenas follows:2 = {wy, -, w, }.

Definition 1 A basic belief assignments a mappingn : 2 — [0, 1] such that

thenm is called amass function

m(A) represents the basic belief assignment for a particulad setdicating that
the chance that the truth element belongs to thedsdiut to no particular subset of



A. That is, the value ofn(A) pertains only to the set rather than any subset of.
Otherwise if we know the truth element belongs to somesethich is a subset oft,
then this evidence would contributerte( B) instead ofm(A).

For any bban, if m(A) > 0, thenA is called a focal element of.. Let.%,, denote
the set of focal elements at. A mass function with only a focal elemefitis called a
vacuougnass function.

From a mass functiom, the belief function (Bel) and plausibility function (P1)
can be defined to represent the lower and upper bounds of lieésbmplied bym as
follows.

Bel(A) = ZB:BQA m(B) and )
Pl(A) = ZC:COA;&(D m(C).
Belief functions and plausibility functions can be derifeain each other as follows:

PI(A) =1 — Bel(A), 2
whereA is the complement ofl.
In addition, we can compute: from Bel (and hence fronPl by Equation 2) as

follows:
m(A) =3 ()APBe(B) 3)

Here|A — B is the difference of the cardinality between the two sétsndB.

In DS theory, we can combine accumulate information/evégérom multiple sources.
Many combination methods were proposed, among which the welsknown is the
Dempster’s rule of combinatiofrormally, letm; andms be two mass functions over
£2. The combination result ofi; andms is a new mass functiom given as follows:

> anp=c M1 (A)mz(B)
m(C) = (m1 @&@m2)(C) = Q5= (4)
1 =3 anp—g m1(A)m2(B)

Note that in real-world applications, very likely sources aot always reliable. To
take this into account, in [22], discountingnethod was proposed that a mass function
should be discounted by a discounting rate to adapt the soali@bility. Letm be a
mass function and be a discounting rate such that< » < 1, the discounted mass
functionm™ is described as follows:

” (I —r)m(A) AcCQ
m(A)_{r—i—(l—r)m(_Q)A—.Q ®)

Herer = 0 indicates that the source is completely reliable arid= m. If r = 1,
then it means that the source is totally unreliable.

Definition 2 Let m be a bba onf2. A pignistic transformation ofn is a probability
distribution P,,, over {2 such thatvw € 2, P,,,(w) = >, c4 ﬁ% where|A| is
the cardinality ofA.

Let ® be the conjunctive combination operator (or Smets’ opeif@4]) for any
two bbasm, m’ over {2 such that

(mo ©@m')(C) = > m(A)ym/(B),Y C C 0. (6)
ACQN,BCN,ANB=C

5



A simple bbam such thatn(A4) = z,m(2) = 1 — « for someA # 2 will be
denoted asi®. The vacuous bba can thus be notedif$or any A C f2. Note that this
notation, i.e. A%, is a bit different from the one defined in [5] in whiet¥ in our paper
should be denoted a$' —* in [5]. We use this notation instead of Denoeux’s notation to
simplify the description of our approach as can be shown Hinibien 4 and Definition
5.

Similarly, for two setsA, B C 2, A # B, let A*BY denote a bban such that
m = A* ® BY where® is the conjunctive combination operator defined in Equation
(6).

Itis easy to prove that any, = A* BY is:

m(0) = zy,m(A) = z(1 —y),m(B) = y(1 —x),m(2) = 1 —z)(1-y) (7)
In addition, when normalizedy in Equation 7 is changed ta’ as follows.

A bbam with m(£2) = 0 is called adogmaticbba. Note that for any bba such
thatm((2) = 0, the discounted bba™ with > 0 is a non-dogmatic bba. ifis smaller
enoughyn” is a good approximation ofu.

It is well-known thatA non-dogmatic bban such thatn(£2) > 0 can be uniquely
decomposed into the following foli22, 5]:

m = ®acoA*™ z(A) € [0,1]. 9

Also note that this decomposition can be extended to a dagiiaa by discounting it
with discounting rate and lettinge tend towards 0 [26, 5].

With this decomposition, the cautious combination ruleposed in [5] is defined
as follows.

Definition 3 (Denceux’s Cautious Combination Rule) ket = ®4c0A%*4) and
ma = ®ac A2 be two bbas, then the combined bba by Denceux’s cautious com-
bination rule ism = ©ac A% such thatz(A) = maz(x1(A), z2(A)).

Remarks: Recall that a bb&" here should be written a$' ~* in [5]. From the cautious
combination rule in [5], the combination result®f o1 — A (4 and® 4 o1 — A%2(A)
would be® 4o A% () such that'(A) = min(1 — 1 (A), 1 — z2(A)). Therefore, in
our format, we have the combination resali - o A*() such that:(A) = 1—a/(A) =
maz(x1(A), z2(A)).

For two bbasA*: B¥t and A*2 BY2, the cautious combination rule is reduced as
follows.

Lemma 1 Let A”t BY* and A*2 BY2 be two bbas, then the combined bba by Denceux’s
cautious combination rule is a bb&” BY such thatz = max(x1, x2),y = max(y1,y2).



Also, according to [5], forn; = A** BYt andms = A*2BY2, the combined result
by Equation (4) i$

My = AF1tr2—TiT2 pyity2—y1y2 (10)

3 Gender Recognition Scenario

In this section, we provide a detailed description of a gepdefiling scenario, which
lends itself naturally to a DS approach.

Figure 1 shows three images taken from a video sequence disabden passed
through a video analytic algorithm for gender profiling.tistsequence, a female wear-
ing an overcoat with a hood enters the scene with her backetocamera. She walks
around the chair, turning, so that her face becomes visible then sits down.

Fig. 1. Three images taken from a video sequence

(b)

Fig. 1(a) shows that the subject is recognised by the fullystdpe profiling as a
male. Note that her face is not visible. In Fig. 1(b), the subis classified as female by
the full body shape profiling algorithm. In Fig. 1(c), as she down, with her face vis-
ible, the face profiling algorithm classifies her as femaleilst the full body profiling
classifies her as male. Note that the full body profiling atgan is not as reliable as the
face profiling algorithm. Conversely, full body profiling &ways possible whilst the
face information can be missing. That is why these two pragfiklgorithms should be
considered together. In addition, as full body profiling & as robust, discount opera-
tions should be performed on the algorithm output (cf. Equat3)). The discount rate
is dependent on the video samples and the training efficidtaryevery video frame
in which a body (face) is detected, gender recognition tesare provided. The full
body profiling algorithm and the face profiling algorithmppided a person’s face is
detected, report their recognition results for every frashthe video, e.g., male with
959% certainty.

For a frame with only a body profiling result, for instance.Hi¢g), the correspond-
ing mass functionn for body profiling will be M* where M denotes thathe person

2n [5], the combined result isu12 = A®1%2 BY1¥2, but recall that we use a slightly different
notation from [5].



is classified as a malandz is the mass value af.({M}). The corresponding mass
function for face profiling is\/° F° whereF' denotes thathe person is classified as a
female or the vacuous mass function. Alternatively, we can refehis as the vacuous
mass function.

Similarly, for a frame with both body profiling and face pruofd, for instance Fig.
1(c), the corresponding mass function for body profiling wé A/* (or equivalently
M?F°) and the mass function for face profiling# (or equivalentlyM°F¥) where
x,y are the corresponding mass values. As time elapses, fusiifras by the cautious
rule or its three extensions are introduced, as shown by Latand Definition 4 and
Definition 5. And when it comes to present the final profilingui, we use Dempster’s
rule to combine the two fused mass functions from the two gaitmn algorithms,
respectively. Namely, for the two bbas, = M** FY* andmsy = M®*2FY2, it is easy
to get that the combined resuit;> by Dempster’s rule is (normalized from the result
of Equation 10):

(z1 + 22 — 2122)(1 — 1) (1 — 2)

mi2({M}) = 1= (21 + 72 — 2122) (01 + Yo — 1972)
(=) = 22)(y1 + Y2 — v1y2)
ma(tFh == (x1 4+ 22 — 2122) (Y1 + Y2 — Y1y2)’
() = — L= @)= @) = y)(L = o)

C1- (z1 + 22 — 2122) (Y1 + Y2 — Y1¥y2)

Finally, we use the pignistic transformation (Def. 2) foe ffimal probabilities. That
is, p({M}) = miz({M}) + m12(2)/2 and p({F}) = mi({F}) + mia(2)/2.
Obviously, we will say the subject is a malenif{M}) > p({F}), and a female
if p({M}) < p({F'}). In very rare cases that{{M}) = p({F'}), we cannot know
whether it is male or female. Formally, we can write:

Male forp({M}) > p({F})
gender = { Female forp({M}) < p({F}) (11)
Unknown for p({M}) = p({F})

The following example illustrates the computation steps.

Example 1 Let us illustrate the approach by a simple scenario with tvamies. In
the first frame, we have both body profiling.§) and face profiling a(n}) results as
my = MOTF%% andm} = M°*F%°. In the second frame, we have the body profiling
(m?) result only, wheren? = M98 F0-2,

By Lemma 1, the fusion results by the cautious rulejs= M%#F%3 andm; =
M0'4F0'6.

Then by Equation 10, we get,; = M%% 072 which, when normalized, is
equivalent tomy, ({M}) = 32802072 — .67, my ({F}) = 920088 — .23,

1-0.88)(1—-0.72

mbf(.Q) : —( 1—0.8)8(.*0.7.2 ) =0.1. )

And finally by pignistic transformation, we ggt{ M }) = 0.72 andp({ F'}) = 0.28
which indicates that the subject is a male.



Actually, we can ease the computation by the following psition.

Proposition 1 For m; = M**F¥* andmy = M F¥2, p({M}) > p({F}) if and
onlyifzy +xo —z122 > y1 + Y2 — y1ye.

Proof of Proposition 1: It is easy to see

p({M}) > p({F})

= mi2({M}) = mi2({F})
(1 + 22 — z122)(1 — 91)(1 — y2) - (1 —21)(1 —22)(y1 + Y2 — y1y2)

L= (z1+ 22 —z122)(y1 +y2 —y1y2) — 1 — (¥1 + 22 — 2122) (Y1 + Y2 — Y192)
= (w1 +a —mw2) (1 —y1)(1 —y2) > (1 —21)(1 — 22) (51 + y2 — Y1y2)
= (1-1-z)1—22)1—y1)1—y2) > (1 —z1)(I —22)(1 = (1 —y1)(1 — y2))
= (1—y)(1—y2) > (1 —a1)(1 —x2)
T+ T2 —T1T2 2 Y1+ Y2 — Y1Ye.

In the program implementation, we can use Proposition 1rplyi the computa-
tion.

4 Three Extensions

In this section, we discuss three ways to weaken the influeingast information within
the framework of DS theory, extended from the aforementoR& approach using
Cautious rule, i.e., a time-window approach, a time-atiéion approach and a time-
discounting approach. In the time-window approach, we aolysider several recent
bbas. In the time-attenuation approaches, we introduceerdittenuation factor and
use this factor to reduce the coefficients of the bbas by timéhe time-discounting
approach, we deploy a compromise way commonly used in madbarning areas
in which a discounting factor is used to balance between theiqus bbas and the
current one. We aim to further compare these three appredgohiind out the best
alternative for remedying the weakness of the Cautiouswhlen misleading happens
in the beginning.

Let@®¢ be the operator defined by the Cautious rule. We define the #mgroaches
as follows.

Definition 4 (Time-Window Cautious Combination Rule) 4t BY: ... A*» BY» be
n successive bbas, then the combined bba by Time-Windovogauthmbination rule
of window sizé is m; = A*n—t+1 BYn—t+1 G - - - o A BY»,

That is, a time-window combination rule of window sizenly combines the recemt
bbas. Therefore if a male is mis-classified as a female witirtainty degree 0.98, then
aftert frames, it will not influence the classification result anyreo

Definition 5 (Time-Attenuation Cautious Combination Rule) Uét BY+ ... A*» BYn
ben successive bbas, then the combined bba by Time-Attengatibious combination
rule of attenuation factot, 0 < t < 1,ism; = A=1" ' BU" @ . @ A% BYn,



That is, in this time-attenuation combination rule of attation factort, the coefficient
is reduced by each time. Hence if a male is mis-classified as a female witrtaioty
degree 0.98, and hence is representetl/4$°-%, will be attenuated gradually that it
will not affect the cautious combination result for longe).98¢™ will grow smaller
when0 < t < 1 andn increases.

Definition 6 (Time-Discounting Combination Rule) Let* BY: ... A*»BY ben
successive bbas, then the combined bba by Time-Discowatinigination rule of atten-
uation factort, 0 < ¢ < 1, ism; = A% BVn wherez/, (resp.y.) is defined recursively
as:zy =z, and

x = (1 —t)xi_y +tx;,i > 1 (resp.yy = v1, and yi = (1 — t)yi_; + ty;, i > 1).

That is, in this time-discounting combination rule of disating factort, the coeffi-
cient is attenuated by the discounting factdretween the previous coefficient and the
current one. This kind of discounting is commonly used in hiiae learning areas [19].
In addition we can see that actually Equation 5 also usedrhigion. This kind of
discounting of course reduces the mis-classification dygikce thehistoryis always
discounted each time.

Here we should notice that the time-window extension andtithe-attenuation
extension are generalizations to the DS fusion scheme Hittee window size equals
to the number of frames or the attenuation factor is set thel these two extensions
reduce to the DS fusion scheme.

Example 2 Let us illustrate the approach by a simple scenario with fivames, and
there is a mis-classification in the first frame. In the firstfre, the corresponding both
body profiling (n;) and face profiling £:}) results asm, = M®% andm} = F%°
(mis-classification). In the second frame, there is onlydyhurofiling ¢n?) result which
ism? = M°7. Frame three is associated with body profiling;{) and face profiling
(m}) results asmj = F** andm} = M, and frame four is associated with body
profiling (m;) and face profiling £27) results asn; = M%% andm?} = M.

By Lemma 1, the fusion results by the cautious rulerage= M7 F%4 andm; =
M0'6F0'9.

By Definition 4 with window size 2, the fusion results by theetwindow cautious
rule arem;” = MOCF%* andm}y” = MO

By Definition 5 with attenuation factor 0.95, the fusion isby the time-attenuation
cautious rule aren;' = M°F%3 andm® = MO-SFO0-T7,

By Definition 6 with discounting factor 0.9, the fusion résily the time-discounting
cautious rule aren;” = M F0% andm = M5,

Then by Equation 10, we get,; = M%% 09 which, when normalized, is

equivalent tomy, ({M}) = 388009 — .31, my ({F}) = $2E089) — .65,

mig(2) = US23OU090) _ 4. And finally we gep({M}) = 0.33 andp({F}) =
0.67 which indicates that the subject is a female.
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Similarly, we haven;; = M°® F°* and hencen,;({M}) = g0 =

0.76, miy ({F}) = 3228t = 0.10, mff(02) = U52800-00 = (.14 and
pW({M?}) = 0.83 andp" ({F}) = 0.17, which indicates that the subject is a male.

A _ 0.88 170.857 A _0.88(1—0.857) __
Also, we havenj, = M°®F>*7, and hencenj;({M}) = T—jssos7 =

_0.857(1-0.88) __ _ (1-0.88)(1-0.857) __
pA({M}) = 0.55 andp” ({F'}) = 0.45 which also supports that the subject is a male.

For the time-discounting approach, we hawg, = M°%>F%%, and hencen} ({M}) =

0.82(1—-0.04 0.04(1—-0.82 1—-0.82)(1—-0.04
170(.82*0.04) = 0.81, my({F}) = 170(.82*0.04) = 0.01, mj; (1) = ( 1—0.8)2(*0,04 L =
0.18 andp?({M}) = 0.9 andp? ({F}) = 0.1 which also supports that the subject is

a male.

Remarkably, from the definitions and computations abovs,dbvious to see that
the DS fusion and the three extensions do not bring extra ity That is, given the
computational complexities of face and body profiling, theplexities of the proposed
fusion approaches are merely the sum of those for face andgrotlling.

5 Experimental Results

In this section we compare fusion results obtained by aiclaggproach, a Dempster-
Shafer theory approach proposed in Section 3 and three eki&nsion approaches
proposed in Section 4. As there are no benchmark datasdisttobody and face pro-
filing statistics, we simulate the output of both body and:falassifiers on a sequence
containing a male subject (only a single subject). For thiylmassifier, the probability
of any frame being correctly classified as male/female ightu60-90%. For the face
classifier, only 75% of the available frames are randombcalted as containing a face.
For each of these frames the probability of the frame beimgecty classified as being
male/female is 85-100%. In both cases the valuesifofM }) andm ({F'}) are uni-
formly sampled from the ranges 0.6-0.9 and 0.85-1.0 for thatyland face classifiers
outputs respectively.

As mentioned before, for gender profiling results from theealassifier at dif-
ferent time points, we use the cautious rule (Lemma 1) to d¢oettnem. For profiling
results from different classifiers (i.e., face profiling aodl body profiling), we use
Dempster’s rule (Equation (2)) to combine them. And finallyy apply the pignistic
transformation (Def. 2) to get the probabilities of the saibpeing male or female.

The classic fusion system introduced by Zhou et al. [31lidek a classifier namely
“EntropyBoost”, which uses the symmetric Kullback-Leilakvergence to update the
learning weights within the standard GentleBoost algaritithis classifier is able to
estimate the gender of a face image through principal comptanalysis (PCA) eigen-
values and the gender of a full body image through PiIHOG featalculation. Zhou'’s
method takes the degrees of certainty as probabilitiestfhey consider the face pro-
filing and the full body profiling outpup? andp! indicating the probabilities of faces
and full bodies being recognized as males at timEhen it useg}, ; = c}p’; + cjpj, to
calculate the final probability; , at timet, wherec; andcf are the weights of the face
and full body profiling at time, proportional to the feasibility of the two algorithms in
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the last twenty frames. As full body profiling is always fddsj suppose face profiling
can be applied times in the last twenty frames, then we have:

20 n

T T 0+

In [31], Zhou et al. compared their fusion schema with sdvetfzer approaches:
(1) a face based scheme with PCA eigenvalues with suppotbivetachine (SVM)
(“FACE-PCA"), (2) a full body based approach with HOG feasiand SVM (“BODY-
HOG"), and (3) concatenated HOG features of face/body imagd SVM (“CP-FB”),
and proved that their algorithm has a significantly higheuaacy than the above three
algorithms. Exemplar images of face and/or full body débest and corresponding
gender classification outcomes are shown in Figure 2, whieoe'g algorithm allows
one to correctly detect genders on those images.

For this experimental simulation, the performance of thedd8 classic (Zhou’s)
fusion schemes were characterised by the true positive rate

Tpr = N

where Npg is the number of frames in which the gender has been correletbgified
and N is the total number of frames in which the body/face is pres&ecording to
the training on the sample videos, the discount réta the full body profiling is set to
0.3. For comparison, we calculate they value for the body classifier alone, the face
classifier, the DS fusion scheme and its three extensiodgharclassic fusion scheme.

First we compare the DS approach result and the classic apipresult. When ap-
plying the methods on the randomly-generated simulatida, dae comparison results
are presented as follows.

Methods |TotalFrame N |Npgr|Tpgr (%)
Full Body 3100 (31001872 60.4
Face 3100 |23212178 93.8
Classic Method 3100 (31002659 85.7
DS Approach] 3100 |31003014 97.2

Table 1: Comparison dfp g for body classification, face classification, DS fusion and
classic fusion

Note that here the performance of full body or face recognits generated ac-
cording to our simulation assumption. Various algorithnay/mrovide different perfor-
mance values. However, in this paper, we ignore this diffeeesince we are focusing
on the comparison of fusion approaches. Indeed the chaonfjjpeyformance values of
full body and face recognition does not affect the comparigsult between our DS
fusion schema and the classic one.

From Table 1, we can see that the DS fusion scheme gives aas&nf approxi-
mately 13.4% ifl'rr compared to the classic fusion scheme.

12



Fig. 2. Examples of correct face/body detection and gender cleatdh in six video sequences
using Zhou’s algorithm. Better viewed in color.

Now we show the experimental results on the three extenditere we first apply
the approaches to 58 simulations each with 50 frames (se #rer2900 total frames),
where a mis-classification occurs at the beginning. The esisgn results are presented
as follows.
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Methods N |Npr|Tpr (%)
Full Body 29001606 55.4
Face 21592002 92.7
Classic Method  |29002078 71.7
DS Approach 29002380 82.1
Time-Attenuation (0.9529002194 75.7
Time-Attenuation (0.9929002431 83.8
Time-Discounting (0.8529002613 90.1
Time-Discounting (0.9)29002471 85.2
Time-Discounting (0.9529002397 82.7
Time-Window (5) {2900258§ 89.2

Table 2: Comparison df p for body classification, face classification, classic fasio
DS fusion and its three extensions - Mis-Classification €ase

From Table 2, we can see that the three extensions proviths besults than the DS
fusion scheme, except when the attenuation factor is 0.185.MmMay be because setting
the attenuation factor to 0.95 reduces the certainty degreequickly. Also, we can
see that the time-window approach is better than the tinesvadtion approach, whilst
for the time-discounting approach, its precision decreageen the discounting factor
increases. This is because in the discounting equatien (1 —t)x}_, +tx;, thehistory
informationz’_, is an integrated value which is more reliable than the singleex;,
so decreasing the contribution.gf , will decrease the classification efficiency.

An example simulation result comparing the classic, DS,€eFisttenuation (0.99)
and Time-Window (5) approaches (since they are generiimabf the DS fusion
scheme) is shown in Figure 3. Figure 3 records data in a siexgenple simulation
(50 frames). It shows that when frames increase, the ctymectognized subjects also
increases almost linearly.

Here we also show the result comparing the time-discourgproach with dif-
ferent discounting factors in Fig. 4. Figure 4 shows thedreh Tpgr of the time-
discounting approach when the discounting factor inciefrsen 0.05 to 0.95. We can
see that when is increasing from 0.05 to 0.9,px is almost not affected, and from
t = 0.5, it decreases modestly, and fram= 0.85, it decreases quickly. This can be
explained as when < 0.5, the contribution of thédistoryis always predominant, so it
does not affect much, but when the contribution ofltlstorydecreases, it indeed influ-
ence the classification results. So it justifies that forgifamtion, we should consider
the previous history instead of keeping the current clasgifn result only.

Now we apply the approaches to 20 simulations each with 1&@ds (so there are
3000 total frames), where we do not assume mis-classificaticurred at the begin-
ning. The comparison results are presented as follows.
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Methods N |Npr|Tpr (%)
Full Body 30001792 59.7
Face 22292125 95.3
Classic Method 30002490 83.0
DS Approach 30002899 96.6
Time-Attenuation (0.9580002126 70.9
Time-Attenuation (0.9980002401 80.0
Time-Discounting (0.8330002706 90.2
Time-Discounting (0.9)30002583 86.1
Time-Discounting (019930002501 83.4
Time-Window (5) (30002395 79.8
Time-Window (20) |30002552 85.1




Table 3: Comparison df p for body classification, face classification, classic fasio
DS fusion and its three extensions - General Cases.

From Table 3, we can see that the three extensions perforgeviban the DS fusion
scheme. This is not surprising since the former do not akaje the highest certainty
degree as in the DS fusion scheme. Table 3 also shows thattivbattenuation factor
or the window size increases, the results improve. Actudlthe window size equals
to the number of frames or the attenuation factor is one, tihese two extensions (i.e.,
the time-window extension and the time-attenuation extensvill provide the same
results as the DS fusion one. In addition, we can see thaintieediscounting approach,
in this case, behaves better than the other two extensidss, éomparing the results
in Table 2 and Table 3, we can find that the results of the tirmeedinting approach are
much more stable than those of the other two extensions.€&s®n is that in the time-
discounting approach, the influence of the mis-classificadi the beginning disappears
more quickly than those of the other two extensions sinceltbeounting factors are

large & 1).

6 Conclusion

In this paper, we have proposed how to combine gender prpfiliassifier results by
utilizing DS theory. We have used the cautious rule to comlgiender profiling results
from the same classifier at different time points and used [en’s rule to combine
profiling results from different classifiers. Experimerndults show that the introduc-
tion of the DS theory indeed improves profiling performanneddition, to deal with
mis-classifications occurred at the beginning of the streaenhave proposed two fu-
sion methods by modifying the application of the Cautious,rie., the time-window
fusion method and the time-attenuation fusion method. \& ladve proposed another
extension which is the time-discounting fusion method.d&tkpental results show that
these three extensions provide more robust results than agiproaches, especially to
their predecessor DS fusion scheme.

We have mentioned that there are three problems that aclgseder profiling
system should deal with, i.e., uncertain profiling resultsstable results over time for a
gender profiling classifier, and different classifiers captydifferent features. We have
shown that a DS-based approach handles these three issussdamless way.

From the experimental results, it suggests that the tinmelow fusion scheme per-
forms slightly better than the time-attenuation fusionesok. But we think this conclu-
sion still depends on the choice of attenuation factor, windize and frame size. Also,
the time-discounting approach is more stable than the oifteextensions.

For future work, we plan to apply the fusion schemes to prafitilassifier results
generated from large-scale real video sequences. We wilbate our work with those
of [23,28] and others in order to improve the performance wf gystem to handle
partial occlusions or crowded situations. In addition, weaso exploiting ideas from
knowledge base merging [8].
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