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This paper provides a comparative study on the different techniques of classifying human activities that

are performed using body-worn miniature inertial and magnetic sensors. The classification techniques

implemented and compared in this study are: Bayesian decision making (BDM), a rule-based algorithm

(RBA) or decision tree, the least-squares method (LSM), the k-nearest neighbor algorithm (k-NN),

dynamic time warping (DTW), support vector machines (SVM), and artificial neural networks (ANN).

Human activities are classified using five sensor units worn on the chest, the arms, and the legs. Each

sensor unit comprises a tri-axial gyroscope, a tri-axial accelerometer, and a tri-axial magnetometer.

A feature set extracted from the raw sensor data using principal component analysis (PCA) is used in the

classification process. A performance comparison of the classification techniques is provided in terms of

their correct differentiation rates, confusion matrices, and computational cost, as well as their pre-

processing, training, and storage requirements. Three different cross-validation techniques are

employed to validate the classifiers. The results indicate that in general, BDM results in the highest

correct classification rate with relatively small computational cost.

& 2010 Elsevier Ltd. All rights reserved.
1. Introduction

Inertial sensors are self-contained, nonradiating, nonjammable,
dead-reckoning devices that provide dynamic motion information
through direct measurements. Gyroscopes provide angular rate

information around an axis of sensitivity, whereas accelerometers
provide linear or angular velocity rate information.

For several decades, inertial sensors have been used for
navigation of aircraft [1,2], ships, land vehicles, and robots
[3–5], for state estimation and dynamic modeling of legged
robots [6,7], for shock and vibration analysis in the automotive
industry, and in telesurgery [8,9]. Recently, the size, weight, and
cost of commercially available inertial sensors have decreased
considerably with the rapid development of micro electro-
mechanical systems (MEMS) [10]. Some of these devices are
sensitive around a single axis; others are multi-axial (usually two-
or three-axial). The availability of such MEMS sensors has opened
ll rights reserved.

n).
up new possibilities for the use of inertial sensors, one of them
being human activity monitoring, recognition, and classification
through body-worn sensors [11–15]. This in turn has a broad
range of potential applications in biomechanics [15,16], ergo-
nomics [17], remote monitoring of the physically or mentally
disabled, the elderly, and children [18], detecting and classifying
falls [19–21], medical diagnosis and treatment [22], home-based
rehabilitation and physical therapy [23], sports science [24], ballet
and other forms of dance [25], animation and film making,
computer games [26,27], professional simulators, virtual reality,
and stabilization of equipment through motion compensation.

Early studies in activity recognition employed vision-based
systems with single or multiple video cameras, and this remains
the most common approach to date [28–31]. For example,
although the gesture recognition problem has been well studied
in computer vision [32], much less research has been done in this
area with body-worn inertial sensors [33,34]. The use of camera
systems may be acceptable and practical when activities are
confined to a limited area such as certain parts of a house or office
environment and when the environment is well lit. However,
when the activity involves going from place to place, camera

https://core.ac.uk/display/52922785?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1
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Fig. 1. MTx 3-DOF orientation tracker (reprinted from http://www.xsens.com/en/

general/mtx).
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systems are much less convenient. Furthermore, camera systems
interfere considerably with privacy, may supply additional,
unneeded information, and cause the subjects to act unnaturally.

Miniature inertial sensors can be flexibly used inside or behind
objects without occlusion effects. This is a major advantage over
visual motion-capture systems that require a free line of sight.
When a single camera is used, the 3-D scene is projected onto a
2-D one, with significant information loss. Points of interest are
frequently pre-identified by placing special, visible markers such
as light-emitting diodes (LEDs) on the human body. Occlusion or
shadowing of points of interest (by human body parts or objects in
the surroundings) is circumvented by positioning multiple camera
systems in the environment and using several 2-D projections to
reconstruct the 3-D scene. This requires each camera to be
separately calibrated. Another major disadvantage of using camera
systems is that the cost of processing and storing images and video
recordings is much higher than those of 1-D signals. 1-D signals
acquired from multiple axes of inertial sensors can directly
provide the required information in 3-D. Unlike high-end
commercial inertial sensors that are calibrated by the manufac-
turer, in low-cost applications that utilize these devices, calibra-
tion is still a necessary procedure. Accelerometer-based systems
are more commonly adopted than gyros because accelerometers
are easily calibrated by gravity, whereas gyro calibration requires
an accurate variable-speed turntable and is more complicated.

The use of camera systems and inertial sensors are two
inherently different approaches that are by no means exclusive
and can be used in a complementary fashion in many situations.
In a number of studies, video cameras are used only as a reference
for comparison with inertial sensor data [35–40]. In other studies,
data from these two sensing modalities are integrated or fused
[41,42]. The fusion of visual and inertial data has attracted
considerable attention recently because of its robust performance
and potentially wide applications [43,44]. Fusing the data of
inertial sensors and magnetometers is also reported in the
literature [38,46,47].

Previous work on activity recognition based on body-worn
inertial sensors is fragmented, of limited scope, and mostly
unsystematic in nature. Due to the lack of a common ground
among different researchers, results published so far are difficult
to compare, synthesize, and build upon in a manner that allows
broad conclusions to be reached. A unified and systematic
treatment of the subject is desirable; theoretical models need to
be developed that will enable studies designed such that the
obtained results can be synthesized into a larger whole.

Most previous studies distinguish between sitting, lying, and
standing [18,35–37,39,45,48–50], as these postures are relatively
easy to detect using the static component of acceleration.
Distinguishing between walking, and ascending and descending
stairs has also been accomplished [45,48,50], although not as
successfully as detecting postures. The signal processing and
motion detection techniques employed, and the configuration,
number, and type of sensors differ widely among the studies, from
using a single accelerometer [18,51,52] to as many as 12 [53] on
different parts of the body. Although gyroscopes can provide
valuable rotational information in 3-D, in most studies, accel-
erometers are preferred to gyroscopes due to their ease of
calibration. To the best of our knowledge, guidance on finding a
suitable configuration, number, and type of sensors does not exist
[45]. Usually, some configuration and some modality of sensors is
chosen without strong justification, and empirical results are
presented. Processing the acquired signals is also often done ad
hoc and with relatively unsophisticated techniques.

In this work, we use miniature inertial sensors and magnet-
ometers positioned on different parts of the body to classify
human activities. The motivation behind investigating activity
classification is its potential applications in the many different
areas mentioned above. The main contribution of this paper is
that unlike previous studies, we use many redundant sensors to
begin with and extract a variety of features from the sensor
signals. Then, we use an unsupervised feature transformation
technique that allows considerable feature reduction through
automatic selection of the most informative features. We provide
an extensive and systematic comparison between various classi-
fication techniques used for human activity recognition based on
the same data set. We compare the successful differentiation
rates, confusion matrices, and computational requirements of the
techniques.

The paper is organized as follows: In Section 2, we introduce
the activities classified in this study and outline the experimental
methodology. Describing the feature vectors and the feature
reduction process is the topic of Section 3. In Section 4, we briefly
review the classification methods used in this study. In Section 5,
we present the experimental results and compare the methods’
computational requirements. We also provide a brief discussion
on selecting classification techniques and their advantages and
disadvantages. Section 6 addresses the potential application areas
of miniature inertial sensors in activity recognition. In Section 7,
we draw conclusions and provide possible directions for future
work.
2. Classified activities and experimental methodology

The 19 activities that are classified using body-worn miniature
inertial sensor units are: sitting (A1), standing (A2), lying on back
and on right side (A3 and A4), ascending and descending stairs
(A5 and A6), standing in an elevator still (A7) and moving around
(A8), walking in a parking lot (A9), walking on a treadmill with a
speed of 4 km/h (in flat and 151 inclined positions) (A10 and A11),
running on a treadmill with a speed of 8 km/h (A12), exercising on
a stepper (A13), exercising on a cross trainer (A14), cycling on an
exercise bike in horizontal and vertical positions (A15 and A16),
rowing (A17), jumping (A18), and playing basketball (A19).

Five MTx 3-DOF orientation trackers (Fig. 1) are used,
manufactured by Xsens Technologies [54]. Each MTx unit has a
tri-axial accelerometer, a tri-axial gyroscope, and a tri-axial
magnetometer, so the sensor units acquire 3-D acceleration, rate
of turn, and the strength of Earth’s magnetic field. Each motion
tracker is programmed via an interface program called MT
Manager to capture the raw or calibrated data with a sampling
frequency of up to 512 Hz.

Accelerometers of two of the MTx trackers can sense up to
75g and the other three can sense in the range of 718g, where
g¼9.80665 m/s2 is the gravitational constant. All gyroscopes in the
MTx unit can sense in the range of 712001/s angular velocities;
magnetometers can sense magnetic fields in the range of 775mT.
We use all three types of sensor data in all three dimensions.

http://www.xsens.com/en/general/mtx
http://www.xsens.com/en/general/mtx
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The sensors are placed on five different places on the subject’s
body as depicted in Fig. 2. Since leg motions in general may produce
larger accelerations, two of the 718g sensor units are placed on the
sides of the knees (right side of the right knee and left side of the
left knee), the remaining 718g unit is placed on the subject’s chest
(Fig. 2(b)), and the two 75g units on the wrists (Fig. 2(c)).

The five MTx units are connected with 1 m cables to a device
called the Xbus Master, which is attached to the subject’s belt. The
Xbus Master transmits data from the five MTx units to the receiver
using a BluetoothTM connection. The Xbus Master, which is
connected to three MTx orientation trackers, can be seen in
Fig. 3(a). The receiver is connected to a laptop computer via a USB
port. Two of the five MTx units are directly connected to the Xbus
Master and the remaining three units are indirectly connected to the
Xbus Master by wires to the other two. Fig. 3(b) illustrates the
connection configuration of the five MTx units and the Xbus Master.

Each activity listed above is performed by eight different
subjects (4 female, 4 male, between the ages 20 and 30) for 5 min.
The subjects are asked to perform the activities in their own style
and were not restricted on how the activities should be
performed. For this reason, there are inter-subject variations in
the speeds and amplitudes of some activities. The activities are
performed at the Bilkent University Sports Hall, in the Electrical
and Electronics Engineering Building, and in a flat outdoor area on
campus. Sensor units are calibrated to acquire data at 25 Hz
sampling frequency. The 5-min signals are divided into 5-s
segments, from which certain features are extracted. In this
way, 480(¼60�8) signal segments are obtained for each activity.

3. Feature extraction and reduction

After acquiring the signals as described above, we obtain a
discrete-time sequence of Ns elements that can be represented as
an Ns�1 vector s¼ [s1,s2,y,sNs]

T. For the 5-s time windows and
the 25-Hz sampling rate, Ns¼125. The initial set of features we
use before feature reduction are the minimum and maximum
values, the mean value, variance, skewness, kurtosis, autocorrela-
tion sequence, and the peaks of the discrete Fourier transform
(DFT) of s with the corresponding frequencies. These are
calculated as follows:

meanðsÞ ¼ ms ¼ Efsg ¼
1

Ns

XNs

i ¼ 1

si

varianceðsÞ ¼ s2 ¼ Efðs�msÞ
2
g ¼

1
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XNs

i ¼ 1

ðsi�msÞ
2
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autocorrelation : RssðDÞ ¼
1

Ns�D
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i ¼ 0
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D¼ 0,1, . . . ,Ns�1

DFT : SDFTðkÞ ¼
XNs�1

i ¼ 0

sie
�j2pki=Ns , k¼ 0,1, . . . ,Ns�1

In these equations, si is the ith element of the discrete-time
sequence s, Ef�g denotes the expectation operator, ms and s are the
mean and the standard deviation of s, RssðDÞ is the unbiased
autocorrelation sequence of s, and SDFT(k) is the kth element of the
1-D Ns-point DFT. In calculating the first five features above, it is
assumed that the signal segments are the realizations of an
ergodic process so that ensemble averages are replaced with time
averages. Apart from those listed above, we have also considered
using features such as the total energy of the signal, cross-
correlation coefficients of two signals, and the discrete cosine
transform coefficients of the signal.

Since there are five sensor units (MTx), each with three tri-
axial devices, a total of nine signals are recorded from every
sensor unit. Different signal representations, such as the time-
domain signal, its autocorrelation function, and its DFT for two
selected activities are given in Fig. 4. In parts (a) and (c) of the
figure, the quasi-periodic nature of the walking signal can be
observed.

When a feature such as the mean value of a signal is calculated,
45 (¼9 axes �5 units) different values are available. These values
from the five sensor units are placed in the feature vectors in the
order of right arm, left arm, right leg, torso, and left leg. For each
one of these sensor locations, nine values for each feature are
calculated and recorded in the following order: the x,y,z axes’
acceleration, the x,y,z axes’ rate of turn, and the x,y,z axes’ Earth’s
magnetic field. In constructing the feature vectors, the above
procedure is followed for the minimum and maximum values, the
mean, skewness, and kurtosis. Thus, 225 (¼45 axes �5 features)
elements of the feature vectors are obtained by using the above
procedure.

After taking the DFT of each 5-s signal, the maximum five
Fourier peaks are selected so that a total of 225 (¼9 axes �5
units �5 peaks) Fourier peaks are obtained for each segment.
sor modules on the body.
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Fig. 3. (a) MTx blocks and Xbus Master (reprinted from http://www.xsens.com/en/movement-science/xbus-kit), (b) connection diagram of MTx sensor blocks (body part of

the figure is from http://www.answers.com/body breadths).
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Each group of 45 peaks is placed in the order of right arm, left arm,
right leg, torso, and left leg, as above. The 225 frequency values
that correspond to these Fourier peaks are placed after the Fourier
peaks in the same order.

Eleven autocorrelation samples are placed in the feature
vectors for each axis of each sensor, following the order given
above. Since there are 45 distinct sensor signals, 495 (¼45 axes
�11 samples) autocorrelation samples are placed in each feature
vector. The first sample of the autocorrelation function (the
variance) and every fifth sample up to the fiftieth are placed in the
feature vectors for each signal.

As a result of the above feature extraction process, a total of
1170 (¼225+225+225+495) features are obtained for each of the
5-s signal segments so that the dimensions of the resulting
feature vectors are 1170�1. All features are normalized to the
interval [0,1] so as to be used for classification.

Because the initial set of features was quite large (1170) and
not all features were equally useful in discriminating between the
activities, we investigated different feature selection and reduc-
tion methods [55]. In this work, we reduced the number of
features from 1170 to 30 through principal component analysis
(PCA) [56], which is a transformation that finds the optimal linear
combinations of the features, in the sense that they represent the
data with the highest variance in a feature subspace, without
taking the intra-class and inter-class variances into consideration
separately. The reduced dimension of the feature vectors is
determined by observing the eigenvalues of the covariance matrix
of the 1170�1 feature vectors, sorted in Fig. 5(a) in descending
order. The 30 eigenvectors corresponding to the largest 30
eigenvalues (Fig. 5(b)) are used to form the transformation
matrix, resulting in 30�1 feature vectors. Although the initial
set of 1170 features do have physical meaning, because of the
matrix transformation involved, the transformed feature vectors
cannot be assigned any physical meaning. Scatter plots of the
first five transformed features are given in Fig. 6 pairwise. As
expected, in the first two plots or so (parts (a) and (b) of the
figure), the features for different classes are better clustered and
more distinct.

We assume that after feature reduction, the resulting feature
vector is an N�1 vector x¼[x1,y,xN]T.
4. Classification techniques

The classification techniques used in this study are briefly
reviewed in this section. More detailed descriptions can be found
in [14,57] and in the given references.

We associate a class oi with each activity type (i¼1,y,c). An
unknown activity is assigned to class oi if its feature vector
x¼[x1,y,xN]T falls in the region Oi. A rule that partitions the
decision space into regions Oi,i¼ 1, . . . ,c is called a decision rule. In
our work, each one of these regions corresponds to a different
activity type. Boundaries between these regions are called decision

surfaces. The training set contains a total of I¼ I1þ I2þ � � � þ Ic

sample feature vectors where Ii sample feature vectors belong to
class oi, and i¼1,y,c. The test set is then used to evaluate the
performance of the decision rule.
4.1. Bayesian decision making (BDM)

In BDM, class conditional probability density functions
(CCPDFs) are estimated for each class. In this study, the CCPDFs
are assumed to have a multi-variate Gaussian parametric form,
and the mean vector and the covariance matrix of the CCPDF for
each class are estimated using maximum likelihood estimators on
the training vectors. For a given test vector x, the maximum a
posteriori (MAP) decision rule is used for classification [56].

http://www.xsens.com/en/movement-science/xbus-kit
http://www.answers.com/body
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Fig. 4. (Color online) (a) and (b): Time-domain signals for walking and basketball, respectively; z-axis acceleration of the right (solid lines) and left arm (dashed lines) are

given; (c) and (d): autocorrelation functions of the signals in (a) and (b); (e) and (f): 125-point DFT of the signals in (a) and (b), respectively.
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4.2. Rule-based algorithm (RBA)

A rule-based algorithm or a decision tree can be considered a
sequential procedure that classifies given inputs. An RBA follows
predefined rules at each node of the tree and makes binary
decisions based on these rules. Rules correspond to conditions
such as ‘‘is feature xirti?,’’ where t is the threshold value for a
given feature and i¼1,2,y,T, with T being the total number of
features used [58].

As the information necessary to differentiate between the
activities is completely embodied in the decision rules, the RBA
has the advantage of not requiring storage of any reference
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feature vectors. The main difficulty is in designing the rules and
making them independent of absolute quantities so that they will
be more robust and generally applicable.
In this study, we automatically generate a binary decision tree
based on the training data using the CART algorithm [59]. Given a
set of training vectors along with their class labels, a binary tree,
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and a decision rule for each node of the tree, each node
corresponds to a particular subset of the training vectors where
each element of that subset satisfies the conditions imposed by
the ancestors of that node. Thus, a decision at a node splits the
corresponding subset into two: those that satisfy the condition
and those that do not. Naturally, the ideal split is expected to
isolate a class from others at each decision node. Since this is not
the case in practice, a decision rule is found by searching among
all possible decisions that minimize the impurity of that node. We
use entropy as a measure of impurity, and the class frequencies at
each node to estimate the entropy [59]. Test vectors are then used
to evaluate the classification performance of the decision tree.
4.3. Least-squares method (LSM)

In LSM, the average reference vector for each class is calculated
as a representative for that particular class. Each test vector is
compared with the average reference vector (instead of each
individual reference vector) as follows:

D2
i ¼

XN

n ¼ 1

ðxn�rinÞ
2
¼ ðx1�ri1Þ

2
þ � � � þðxN�riNÞ

2, i¼ 1, . . . ,c ð1Þ

The test vector is assigned to the same class as the nearest average
reference vector. In this equation, x¼[x1,x2,y,xN]T represents a
test feature vector, r¼[ri1,ri2,y,riN]T represents the average of the
reference feature vectors for each distinct class, and D2

i is the
square of the distance between these two vectors.
4.4. k-Nearest neighbor (k-NN) algorithm

In k-NN, the k nearest neighbors of the vector x in the training set
are considered and the vector x is classified into the same class as
the majority of its k nearest neighbors [56]. The Euclidean distance
measure is used. The k-NN algorithm is sensitive to the local
structure of the data. The selection of the parameter k, the number
of neighbors considered, is a very important issue that can affect the
decision made by the k-NN classifier. Unfortunately, a pre-defined
rule for the selection of the value of k does not exist. In this study,
the number of nearest neighbors k is determined experimentally by
maximizing the correct classification rate over different k values.
4.5. Dynamic time warping (DTW)

Dynamic time warping is an algorithm for measuring the
similarity between two sequences that may vary in time or speed.
An optimal match between two given sequences (e.g. a time
series) is found under certain restrictions. The sequences are
‘‘warped’’ nonlinearly in the time dimension to determine a
measure of their similarity independent of certain nonlinear
variations in the time dimension. In DTW, the aim is to find the
least-cost warping path for the tested feature vector among the
stored reference feature vectors [60] where the cost measure is
typically taken as the Euclidean distance between the elements of
the feature vectors. DTW is used mostly in automatic speech
recognition to handle different speaking speeds [60,61]. Besides
speech recognition, DTW has been used in signature and gait
recognition, for ECG signal classification, for fingerprint verifica-
tion, for word spotting in handwritten historical documents on
electronic media and machine-printed documents, and for face
localization in color images [62,63]. In this study, DTW is used for
classifying feature vectors of different activities extracted from
the signals of miniature inertial sensors.
4.6. Support vector machines (SVMs)

The support vector machine classifier is a machine learning
technique proposed early in the 1980s [64–66]. It has been mostly
used in applications such as object, voice, and handwritten
character recognition, and in text classification.

If the feature vectors in the original feature space are not
linearly separable, SVMs pre-process and represent them in a
higher-dimensional space where they can become linearly
separable. The dimension of the transformed space may some-
times be much higher than the original feature space. With a
suitable nonlinear mapping fð�Þ to a sufficiently high dimension,
data from two different classes can always be made linearly
separable, and separated by a hyperplane. The choice of the
nonlinear mapping method depends on the prior information
available to the designer. If information is not available, one might
choose to use polynomials, Gaussians, or other types of basis
functions. The dimensionality of the mapped space can be
arbitrarily high, however, in practice, it may be limited by
computational resources. The complexity of SVMs is related to
the number of resulting support vectors rather than the high
dimensionality of the transformed space.

In this study, the SVM method is applied to differentiate
feature vectors that belong to more than two classes (19 classes).
Following the one-versus-the-rest method, c different binary
classifiers are trained, where each classifier recognizes one of c

activity types. A nonlinear classifier with a radial basis function
kernel Kðx,xiÞ ¼ e�gjx�xij

2
is used with g¼ 4. A library for SVMs

(LIBSVM toolbox) is used in the MATLAB environment [67].

4.7. Artificial neural networks (ANN)

Multi-layer ANNs consist of an input layer, one or more hidden
layers to extract progressively more meaningful features, and a
single output layer, each composed of a number of units called
neurons. The model of each neuron includes a smooth nonlinear-
ity, called the activation function. Due to the presence of
distributed nonlinearity and a high degree of connectivity,
theoretical analysis of ANNs is difficult. These networks are
trained to compute the boundaries of decision regions in the form
of connection weights and biases by using training algorithms.
The performance of ANNs is affected by the choice of parameters
related to the network structure, training algorithm, and input
signals, as well as by parameter initialization [68,69].

In this work, a three-layer ANN is used for classifying human
activities. The input layer has N neurons, equal to the dimension
of the feature vectors (30). The hidden layer has 12 neurons, and
the output layer has c neurons, equal to the number of classes. In
the input and hidden layers each, there is an additional neuron
with a bias value of 1. For an input feature vector xARN , the
target output is 1 for the class that the vector belongs to, and 0 for
all other output neurons. The sigmoid function used as the
activation function in the hidden and output layers is given by
g(x)¼(1+e�x)�1.

The output neurons can take continuous values between 0
and 1. Fully connected ANNs are trained with the back-propaga-
tion algorithm [68] by presenting a set of training patterns to the
network. The aim is to minimize the average of the sum of
squared errors over all training vectors:

EavðwÞ ¼
1

2I

XI

i ¼ 1

Xc

k ¼ 1

½tik�oikðwÞ�
2 ð2Þ

Here, w is the weight vector, tik and oik are the desired and actual
output values for the ith training pattern and the kth output
neuron, and I is the total number of training patterns. When the
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Table 1
Correct differentiation rates for all classification methods and three cross-

validation techniques.

Method Correct differentiation rate (%) 7one standard deviation

RRSS P-fold L1O

BDM 99.1 70.12 99.2 70.02 75.8

RBA 81.0 71.52 84.5 70.44 53.6

LSM 89.4 70.75 89.6 70.10 85.3

k-NN (k¼7) 98.2 70.12 98.7 70.07 86.9

DTW1 82.6 71.36 83.2 70.26 80.4

DTW2 98.5 70.18 98.5 70.08 85.2

SVM 98.6 70.12 98.8 70.03 87.6

ANN 86.9 73.31 96.2 70.19 74.3
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entire training set is covered, an epoch is completed. The error
between the desired and actual outputs is computed at the end of
each iteration and these errors are averaged at the end of each
epoch (Eq. (2)). The training process is terminated when a certain
precision goal on the average error is reached or if the specified
maximum number of epochs (5000) is exceeded, whichever
occurs earlier. The latter case occurs very rarely. The acceptable
average error level is set to a value of 0.03. The weights are
initialized randomly with a uniform distribution in the interval
[0,0.2], and the learning rate is chosen as 0.2.

In the test phase, the test feature vectors are fed forward to the
network, the outputs are compared with the desired outputs, and
the error between them is calculated. The test vector is said to be
correctly classified if this error is below a threshold value of 0.25.
The results of the RRSS and P-fold cross-validation techniques are calculated over

10 runs, whereas those of L1O are over a single run.
5. Experimental results

The classification techniques described in Section 4 are
employed to classify the 19 different activities using the 30
features selected by PCA. A total of 9120 (¼60 feature vectors
�19 activities �8 subjects) feature vectors are available, each
containing the 30 reduced features of the 5-s signal segments. In
the training and testing phases of the classification methods, we
use the repeated random sub-sampling (RRSS), P-fold, and leave-
one-out (L1O) cross-validation techniques. In RRSS, we divide the
480 feature vectors from each activity type randomly into two
sets so that the first set contains 320 feature vectors (40 from each
subject) and the second set contains 160 (20 from each subject).
Therefore, two-thirds (6080) of the 9120 feature vectors are used
for training and one-third (3040) for testing. This is repeated 10
times and the resulting correct differentiation percentages are
averaged. The disadvantage of this method is that some observa-
tions may never be selected in the testing or the validation phase,
whereas others may be selected more than once. In other words,
validation subsets may overlap.

In P-fold cross validation, the 9120 feature vectors are divided
into P¼10 partitions, where the 912 feature vectors in each
partition are selected completely randomly, regardless of the
subject or the class they belong to. One of the P partitions is
retained as the validation set for testing, and the remaining P�1
partitions are used for training. The cross-validation process is
then repeated P times (the folds), where each of the P partitions is
used exactly once for validation. The P results from the folds are
then averaged to produce a single estimation. The random
partitioning is repeated 10 times and the average correct
differentiation percentage is reported. The advantage of this
validation method over RRSS is that all feature vectors are used
for both training and testing, and each feature vector is used for
testing exactly once in each of the 10 runs.

Finally, we also used subject-based L1O cross validation, where
the 7980 (¼60 vectors �19 activities �7 subjects) feature
vectors of seven of the subjects are used for training and the 1140
feature vectors of the remaining subject are used in turn for
validation. This is repeated eight times such that the feature
vector set of each subject is used once as the validation data. The
eight correct classification rates are averaged to produce a single
estimate. This is similar to P-fold cross validation with P being
equal to the number of subjects (P¼8), and where all the feature
vectors in the same partition are associated with the same
subject.

Correct differentiation rates of the classification techniques
over 10 runs and their standard deviations are tabulated in
Table 1 for the three cross-validation techniques we considered.
With RRSS and P-fold cross-validation, all of the correct
differentiation rates are above 80%, with standard deviations
usually lower than 0.5% with a few exceptions. From the table, it
can be observed that there is not a significant difference between
the results of RRSS and P-fold cross-validation techniques. The
results of subject-based L1O are always lower than the two. In
terms of reliability and repeatability, the P-fold cross-validation
technique results in smaller standard deviations than RRSS.
Because L1O cross validation would give the same classification
percentage if the complete cycle over the subject-based partitions
is repeated, its standard deviation is zero.

Among the classification techniques we considered and
implemented, when RRSS and P-fold cross-validation is used,
BDM gives the highest classification rate, followed by SVM and
k-NN. RBA and DTW1 perform the worst in general. In subject-
based L1O cross validation, SVM is the best, followed by k-NN. The
correct classification rates reported for L1O cross validation can be
interpreted as the expected correct classification rates when data
from a new subject are acquired and given as input to the
classifiers. The most significant difference in the performances of
the different validation methods is observed for the BDM method
(Table 1). The RRSS and P-fold cross validation result in 99% correct
classification rate, suggesting that the data are well represented by
a multi-variate Gaussian distribution. However, the 76% correct
classification rate of L1O cross validation implies that the
parameters of the Gaussian, when calculated by excluding one of
the subjects, cannot represent the data of the excluded subject
sufficiently well. Thus, if one is to classify the activities of a new
test subject whose training data are not available to the classifiers,
SVM, k-NN, or LSM methods could be used.

We chose to employ the P-fold cross-validation technique in
reporting the results presented in Tables 2–8. Looking at the
confusion matrices of the different techniques, it can be observed
that A7 and A8 are the activities most confused with each other.
This is because both of these activities are performed in the
elevator and the signals recorded from these activities have
similar segments. Therefore, confusion at the classification stage
becomes inevitable. A2 and A7, A13 and A14, as well as A9, A10,
A11, are also confused from time to time for similar reasons. Two
activities that are almost never confused are A12 and A17.

The confusion matrices for BDM and RBA are provided in
Tables 2 and 3. With these methods, correct differentiation rates
of 99.2% and 84.5% are, respectively, achieved. The features used
in the RBA correspond to the 30 features selected by PCA and the
rules change at every training cycle.

In the LSM approach, test vectors are compared with the
average of the reference vectors calculated for each of the
19 activities. The confusion matrix for this method is provided
in Table 4. The overall successful differentiation rate of LSM
is 89.6%.
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Table 2
Confusion matrix for BDM (P-fold cross validation, 99.2%).

True Classified

A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11 A12 A13 A14 A15 A16 A17 A18 A19

A1 480 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

A2 0 478 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0

A3 0 0 478 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0

A4 0 0 0 480 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

A5 0 0 0 0 478 0 0 2 0 0 0 0 0 0 0 0 0 0 0

A6 0 0 0 0 0 477 0 3 0 0 0 0 0 0 0 0 0 0 0

A7 0 0 0 0 0 0 467 13 0 0 0 0 0 0 0 0 0 0 0

A8 0 0 0 0 0 0 44 435 0 0 0 0 0 0 0 0 0 0 1

A9 0 0 0 0 0 0 0 1 479 0 0 0 0 0 0 0 0 0 0

A10 0 0 0 0 0 0 0 0 0 478 2 0 0 0 0 0 0 0 0

A11 0 0 0 0 0 0 0 0 0 0 480 0 0 0 0 0 0 0 0

A12 0 0 0 0 0 0 0 0 0 0 0 480 0 0 0 0 0 0 0

A13 0 0 0 0 0 0 0 0 0 0 0 0 479 1 0 0 0 0 0

A14 0 0 0 0 0 0 0 2 0 0 0 0 0 478 0 0 0 0 0

A15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 480 0 0 0 0

A16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 480 0 0 0

A17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 480 0 0

A18 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 480 0

A19 0 0 0 0 0 0 0 4 0 0 0 0 0 0 0 0 0 0 476

Table 3
Confusion matrix for RBA (P-fold cross validation, 84.5%).

True Classified

A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11 A12 A13 A14 A15 A16 A17 A18 A19

A1 418 6 22 4 0 0 8 2 0 0 1 1 0 5 7 2 2 0 2

A2 9 404 0 1 2 5 37 9 1 0 2 2 1 1 3 2 0 1 0

A3 12 1 439 13 0 0 2 1 1 1 1 2 3 0 2 1 1 0 0

A4 7 3 11 446 4 0 4 0 0 0 0 0 0 0 0 2 1 2 0

A5 0 2 1 1 421 1 4 11 10 4 5 1 1 4 0 6 3 3 2

A6 4 2 1 0 4 409 10 19 7 0 0 0 9 1 7 0 1 5 1

A7 8 33 2 3 1 16 360 48 0 0 0 0 1 0 2 0 1 2 3

A8 2 17 1 2 21 31 60 266 10 4 4 1 13 7 7 3 8 7 16

A9 0 3 1 1 6 5 1 4 397 20 11 4 7 8 0 9 0 2 1

A10 0 1 0 1 2 1 0 2 14 416 27 0 2 7 1 2 0 2 2

A11 0 1 1 2 2 0 0 2 13 38 404 3 1 9 0 1 0 2 1

A12 1 0 2 2 0 0 0 0 0 3 2 456 2 2 2 3 0 1 4

A13 1 1 0 0 1 0 1 4 8 1 3 4 404 35 6 6 0 1 4

A14 0 1 1 1 1 0 0 8 5 3 6 5 20 411 5 4 0 3 6

A15 3 0 2 0 1 8 0 4 2 0 0 3 4 1 432 9 9 0 2

A16 2 3 1 1 9 2 1 3 3 2 3 2 9 8 7 420 2 0 2

A17 1 0 3 0 2 7 0 1 1 0 0 0 2 0 5 1 455 2 0

A18 0 1 1 1 2 7 1 9 8 1 2 4 0 1 1 2 5 430 4

A19 1 1 1 3 1 6 1 17 2 5 2 11 12 10 0 1 7 5 394
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Performance of the k-NN method changes for different values
of k. A value of k¼7 gave the best results, therefore the confusion
matrix of the k-NN algorithm is provided for k¼7 in Table 5, and a
successful differentiation rate of 98.7% is achieved.

We have implemented the DTW algorithm in two different
ways: In the first (DTW1), the average reference feature vector
of each activity is used for distance comparison. The confusion
matrix for DTW1 is presented in Table 6, and a correct
differentiation rate of 83.2% is achieved. As a second approach
(DTW2), DTW distances are calculated between the test vector
and each of the 8208 (¼9120 �912) reference vectors from other
classes. The class of the nearest reference vector is assigned as the
class of the test vector. The success rate of DTW2 is 98.5% and the
corresponding confusion matrix is given in Table 7.

In SVM, following the one-versus-the-rest method, each type
of activity is assumed as the first class and the remaining 18
activity types are grouped into the second class. With P-fold cross
validation, 19 different SVM models are created for classifying the
vectors in each partition, resulting in a total of 190 SVM models.
The number of correctly and incorrectly classified feature vectors
for each activity type is tabulated in Table 8(a). The overall correct
classification rate of the SVM method is calculated as 98.8%.

For ANN, since the network classifies some samples as
belonging to none of the classes and output neurons take
continuous values between 0 and 1, it is not possible to form a
confusion matrix. The number of correctly and incorrectly
classified feature vectors with P-fold cross validation is given in
Table 8(b). The overall correct classification rate of this method is
96.2%. On average, the network converges in about 400 epochs
when P-fold cross validation is used.

To determine which activities can be distinguished easily, we
employ the receiver operating characteristic (ROC) curves of some
of the classifiers [56]. For a specific activity, we consider the
instances belonging to that activity as positive instances, and all
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Table 4
Confusion matrix for LSM (P-fold cross validation, 89.6%).

True Classified

A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11 A12 A13 A14 A15 A16 A17 A18 A19

A1 415 0 60 0 0 0 3 2 0 0 0 0 0 0 0 0 0 0 0

A2 4 398 0 0 0 1 72 5 0 0 0 0 0 0 0 0 0 0 0

A3 3 0 471 0 0 0 1 0 0 0 0 0 0 0 0 0 5 0 0

A4 0 0 0 478 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0

A5 0 0 0 0 480 0 0 0 0 0 0 0 0 0 0 0 0 0 0

A6 0 0 0 0 0 448 0 32 0 0 0 0 0 0 0 0 0 0 0

A7 16 55 0 1 6 1 350 51 0 0 0 0 0 0 0 0 0 0 0

A8 1 11 0 0 9 5 57 384 9 0 0 0 0 0 0 0 0 0 4

A9 0 0 0 0 19 7 0 0 361 52 35 0 6 0 0 0 0 0 0

A10 0 0 0 0 0 0 0 0 0 414 66 0 0 0 0 0 0 0 0

A11 0 0 0 0 1 0 0 0 0 78 401 0 0 0 0 0 0 0 0

A12 0 0 0 0 0 0 0 0 0 0 0 480 0 0 0 0 0 0 0

A13 0 0 0 0 0 0 0 4 0 0 0 0 466 9 0 0 0 1 0

A14 0 0 0 0 0 0 0 1 0 0 0 0 123 347 0 0 0 9 0

A15 0 0 0 0 0 0 0 0 0 0 0 0 1 0 476 1 2 0 0

A16 0 0 0 0 16 0 0 0 0 0 0 0 0 1 0 462 0 1 0

A17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 480 0 0

A18 0 0 0 0 1 65 0 0 15 0 0 0 0 0 0 0 0 399 0

A19 0 0 0 0 0 1 0 11 0 0 0 1 2 0 0 0 0 0 465

Table 5
Confusion matrix for the k-NN algorithm for k¼7 (P-fold cross validation, 98.7%).

True Classified

A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11 A12 A13 A14 A15 A16 A17 A18 A19

A1 480 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

A2 0 479 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0

A3 0 0 480 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

A4 0 0 0 479 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0

A5 0 0 0 0 480 0 0 0 0 0 0 0 0 0 0 0 0 0 0

A6 0 0 0 0 0 480 0 0 0 0 0 0 0 0 0 0 0 0 0

A7 1 11 0 0 0 2 446 20 0 0 0 0 0 0 0 0 0 0 0

A8 0 5 0 0 4 10 38 422 1 0 0 0 0 0 0 0 0 0 0

A9 0 0 0 0 0 1 0 0 477 1 1 0 0 0 0 0 0 0 0

A10 0 0 0 0 0 0 0 0 0 474 6 0 0 0 0 0 0 0 0

A11 0 0 0 0 0 0 0 0 0 1 479 0 0 0 0 0 0 0 0

A12 0 0 0 0 0 0 0 0 0 0 0 480 0 0 0 0 0 0 0

A13 0 0 0 0 0 0 0 0 0 0 0 0 476 4 0 0 0 0 0

A14 0 0 0 0 0 0 0 0 0 0 0 0 1 479 0 0 0 0 0

A15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 479 1 0 0 0

A16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 479 0 0 0

A17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 480 0 0

A18 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 480 0

A19 0 0 0 0 0 0 0 7 0 0 0 0 1 0 0 0 0 0 472
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other instances as negative instances. Then, by setting a decision
threshold or criterion for a classifier, the true positive rate (TPR)
(the ratio of the true positives to the total positives) and the false

positive rate (FPR) (the ratio of the false positives to the total
negatives) can be calculated. Varying the decision threshold over
an interval, a set of TPRs and the corresponding FPRs are obtained
and plotted as a ROC curve.

Fig. 7 depicts the ROC curves for BDM, LSM, k-NN, and ANN
classifiers as examples. In BDM and k-NN, the decision threshold
is chosen as the posterior probability. For BDM, the posterior
probability is calculated using the Bayes’ rule. For k-NN, it is
estimated by the ratio (ki+1)/(k+c), where k¼7 for our case, c¼19
is the total number of classes, and ki is the number of training
vectors that belong to class oi, out of the k nearest neighbors.
This gives smoother estimates than using binary probabilities.
In LSM, the decision threshold is chosen as the distance between
a test vector and the average reference vector of each class; and
in ANN, the norm of the difference between the desired and
actual outputs. Since there are 19 activities, the number of
positive instances of each class is much less than the number
of negative instances. Consequently, the FPRs are expected to
be low and therefore, we plot the FPR in the logarithmic scale
for better visualization. It can be observed in Fig. 7 that the
sensitivity of BDM classifier is the highest. A test vector from
classes A2, A7, or A8 is less likely to be correctly classified than
a test vector belonging to one of the other classes. It is also
confirmed by the confusion matrices that these are the most
confused activities. For the LSM classifier, the same can be said
for A13 and A14, as well as for A9, A10, and A11 where the FPRs
for a given TPR are rather high. Despite this, for a tolerable
FPR such as, say, 0.1, the TPR for LSM and ANN still remains
above 0.75.
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Table 6
Confusion matrix for DTW1 (P-fold cross validation, 83.2%).

True Classified

A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11 A12 A13 A14 A15 A16 A17 A18 A19

A1 413 2 44 15 0 0 5 0 0 0 0 0 1 0 0 0 0 0 0

A2 14 436 1 0 0 11 16 2 0 0 0 0 0 0 0 0 0 0 0

A3 38 2 430 2 0 0 4 0 0 0 0 0 0 0 1 0 3 0 0

A4 2 0 33 442 1 0 1 0 0 0 0 0 0 0 0 0 1 0 0

A5 0 0 0 0 476 1 0 2 0 1 0 0 0 0 0 0 0 0 0

A6 0 0 0 0 0 433 2 45 0 0 0 0 0 0 0 0 0 0 0

A7 24 85 2 0 10 3 305 51 0 0 0 0 0 0 0 0 0 0 0

A8 3 13 0 0 19 4 68 355 8 3 0 0 2 1 1 0 0 1 2

A9 0 0 0 0 36 11 0 0 338 42 41 0 6 4 0 2 0 0 0

A10 0 0 0 0 4 0 0 0 2 312 136 0 5 3 0 18 0 0 0

A11 0 0 0 0 5 0 0 1 1 134 307 0 4 7 1 20 0 0 0

A12 0 0 0 0 0 0 0 0 0 0 0 480 0 0 0 0 0 0 0

A13 0 0 0 0 1 0 0 3 1 1 0 0 433 36 0 5 0 0 0

A14 0 0 0 0 0 2 0 0 1 0 3 0 167 296 0 8 0 3 0

A15 1 0 0 0 0 0 0 7 1 0 0 0 9 0 448 14 0 0 0

A16 0 1 0 0 38 0 0 1 3 0 0 0 8 2 6 421 0 0 0

A17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 480 0 0

A18 0 3 0 0 4 68 12 3 18 0 0 0 5 13 0 0 7 346 1

A19 0 0 0 0 4 2 0 12 0 2 3 3 7 5 0 0 0 3 439

Table 7
Confusion matrix for DTW2 (P-fold cross validation, 98.5%).

True Classified

A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11 A12 A13 A14 A15 A16 A17 A18 A19

A1 480 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

A2 0 480 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

A3 0 0 480 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

A4 0 0 0 480 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

A5 0 0 0 0 480 0 0 0 0 0 0 0 0 0 0 0 0 0 0

A6 0 0 0 0 0 480 0 0 0 0 0 0 0 0 0 0 0 0 0

A7 1 7 0 0 0 1 430 41 0 0 0 0 0 0 0 0 0 0 0

A8 0 1 0 0 2 9 47 418 0 0 0 0 0 0 0 0 0 0 3

A9 0 0 0 0 0 1 0 0 478 0 1 0 0 0 0 0 0 0 0

A10 0 0 0 0 0 0 0 0 0 469 11 0 0 0 0 0 0 0 0

A11 0 0 0 0 0 0 0 0 0 5 475 0 0 0 0 0 0 0 0

A12 0 0 0 0 0 0 0 0 0 0 0 480 0 0 0 0 0 0 0

A13 0 0 0 0 0 0 0 0 0 0 0 0 479 1 0 0 0 0 0

A14 0 0 0 0 0 0 0 0 0 0 0 0 0 480 0 0 0 0 0

A15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 480 0 0 0 0

A16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 480 0 0 0

A17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 480 0 0

A18 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 480 0

A19 0 0 0 0 0 0 0 5 0 0 0 0 1 0 0 0 0 0 474
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5.1. Computational cost of the classification techniques

We also compared the classification techniques given above
based on their computational costs. Pre-processing and classifica-
tion times are calculated with MATLAB version 7.0.4, on a desktop
computer with AMD Athlon 64 X2 dual core processor at 2.2 GHz
and 2.00 GB of RAM, running Microsoft Windows XP Professional
operating system. Pre-processing/training, storage requirements,
and processing times of the different techniques are tabulated in
Table 9. The pre-processing time of BDM is used for estimating the
mean vector, covariance matrix and the CCPDFs that need to be
stored for the test stage. In RBA, the pre-processing phase involves
extracting the rules based on the training data. Once the rules are
available, the vectors need not be stored and any test vector can
be classified using the RBA. In LSM and DTW1, the averages of the
training vectors for each class need to be stored for the test phase.
Note that the pre-processing times of these two methods are
exactly equal. For k-NN and DTW2, all training vectors need to be
stored. For the SVM, the SVM models constructed in the training
phase need to be stored for the test phase. For ANN, the structure
of the trained network and the connection weights need to be
saved for testing. ANN and SVM require the longest training time
and SVM also has considerable storage requirements. These are
followed by RBA, BDM and LSM (same as DTW1). The k-NN and
DTW2 methods do not require any pre-processing.

The processing times for classifying a single feature vector are
given in the same table. The classification time for ANN is the
smallest, followed by LSM, RBA, BDM, SVM, DTW1 and DTW2 or
k-NN methods. The latter two take the longest amount of
classification time because of the nature of the classifiers and
also because a comparison should be made with every training
vector.
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Table 8
(a) Number of correctly and incorrectly classified motions out of 480 for SVMs

(P-fold cross validation, 98.8%); (b) same for ANN (P-fold cross validation, 96.2%).

True Classified

Correct Incorrect

(a)

A1 480 0

A2 479 1

A3 478 2

A4 477 3

A5 480 0

A6 478 2

A7 445 35

A8 430 50

A9 476 4

A10 479 1

A11 479 1

A12 480 0

A13 477 3

A14 480 0

A15 480 0

A16 479 1

A17 480 0

A18 480 0

A19 473 7

(b)

A1 471 9

A2 454 26

A3 475 5

A4 478 2

A5 473 7

A6 463 17

A7 421 59

A8 388 92

A9 457 23

A10 471 9

A11 464 16

A12 479 1

A13 467 13

A14 470 10

A15 475 5

A16 472 8

A17 479 1

A18 478 2

A19 461 19
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5.2. Discussion

Given its very high correct classification rate and relatively
small pre-processing and classification times and storage require-
ments, it can be concluded that BDM is superior to the other
classification techniques we considered for the given classifica-
tion problem. This result supports the idea that the distribution of
the activities in the feature space can be well approximated by
multi-variate Gaussian distributions. The low processing and
storage requirements of the BDM method make it a strong
candidate for similar classification problems.

SVM, although very accurate, requires a considerable amount
of training time to construct the SVM models. Its storage
requirements and processing time fall in the middle. The k-NN
method is also very accurate, with zero pre-processing time but
its processing time is one of the two largest. For real-time
applications, LSM could also be a suitable choice because it is
faster than BDM at the expense of a 10% lower correct
classification rate. The ANN requires considerable training time
but once it is trained and the connection weights are stored,
classification is done very rapidly.

The performances of the classifiers do not change considerably
if one or more of the sensors fail because of power cut or any
other malfunction. In Table 10, we present classification results
with reduced number of sensors. For example, using only the
sensor on the torso, correct classification rate of 96.6% can be
achieved with BDM. It can also be observed that the sensors on
the legs are more discriminative than the sensors on the arms,
with the left leg being more discriminative for most of the
classification methods. Most of the activities performed in this
study involve quasi-symmetric movement of the body with
respect to the sagittal plane. That is, left and right sides of the
body follow basically the same movement patterns that are either
stationary (sitting, standing), in phase (jumping, rowing), or out of
phase (walking, running, cycling). Exceptions are basketball and
lying on the right side activities. The cycling activities involve
symmetric out-of-phase movement of the legs, but not the arms.
The sensor locations are symmetric as well, thus one can expect
redundancy in the information acquired by the sensors. However,
this redundancy can be exploited in case of the failure of one or
more sensors. This can also be observed in Table 10. The correct
classification rates using the left side and right side sensors are
close to each other, which means that if a sensor on either side
fails, its symmetric counterpart on the other side will compensate
for that sensor. The torso sensor does not have a symmetric
counterpart; however, its failure would result in only a slight
decrease in the correct classification rate as can be seen in
the table.
6. Potential application areas

Human activity monitoring and classification have applica-
tions in diverse areas. A significant application area is the remote
monitoring of elderly people who live alone and are in need of
additional support; emergency situations arising from falls and
changes in vital signs could be detected within a short time.
Similarly, remote monitoring of people with physical or mental
disabilities, and children at home, school, or in the neighborhood
may be of interest. Home-based rehabilitation of the elderly is
another potential area of application. For example, it would be
possible to check whether the patient is able to perform his/her
physical therapy exercises in the correct and most efficient
manner and provide feedback to enable proper performance of
the exercises. Furthermore, joint processing and evaluation of
sensory information from heart rate, blood pressure, and
temperature monitors together with motion and position infor-
mation can allow a detailed judgment of the situation and help
determine whether attention is required.

Another potential area of high impact is in ergonomics,
regarding the proper use of tools, devices, and instruments,
important both for efficiency and for human health. Worker
productivity could be improved by monitoring whether tasks are
performed in the most efficient, optimal, safe, and nonexhausting
manner. This would also help in the prevention of repetitive
motion injury (e.g. carpal tunnel syndrome) by providing warning
signals against improper motions.

Likewise, in the area of physical education, training and sports,
and dance, such monitoring can be used to help trainers and
individuals obtain feedback regarding their motions in terms of
effectiveness and safety, as well as increasing the benefits
of physical exercise, improving athletic performance, and most
importantly, promoting health and preventing injuries.
This application could also be useful in detecting sports-rule
violations.

Recording sports performances and traditional and modern
dance is an application that would be significant from a cultural
heritage viewpoint, complementary to ordinary video recording.
Whereas ordinary video recording provides a projection of the
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Fig. 7. (Color online) ROC curves for (a) BDM, (b) LSM, (c) k-NN, and (c) ANN using RRSS cross validation. In parts (a) and (c), activities other than A7 and A8 are all

represented by dotted horizontal lines at the top where the true positive rate equals one.

Table 9
Pre-processing and training times, storage requirements, and processing times of the classification methods.

Method Pre-processing/training time (ms) Storage requirements Processing time (ms)

RRSS P-fold L1O RRSS P-fold L1O

BDM 28.98 28.62 24.70 Mean, covariance, CCPDF 4.56 5.70 5.33

RBA 2514.21 3874.78 3400.14 Rules 0.64 0.95 0.84

LSM 6.77 9.92 5.42 Average of training vectors for each class 0.25 0.24 0.21

k-NN – – – All training vectors 101.32 351.22 187.32

DTW1 6.77 9.92 5.42 Average of training vectors for each class 86.26 86.22 85.57

DTW2 – – – All training vectors 116.57 155.81 153.25

SVM 7368.17 13,287.85 10,098.61 SVM models 19.49 7.24 8.02

ANN 290,815 228,278 214,267 Network structure and connection weights 0.06 0.06 0.06

The processing times are given for classifying a single feature vector.
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motion from the perspective of the camera, recording key body
motion parameters provides a structural-functional description of
the motions in terms of the degrees of freedom of the subjects and
their body parts, which could be considered more intrinsic than
the camera image.

It is not hard to imagine applications for learning to play a
musical instrument or even conducting an orchestra. Students
and professionals alike can benefit from self-monitoring and
could use these techniques as an aid to overcome bad habits and
improve and perfect their techniques. Motion injuries are also
encountered in musicians so this application may also assist in
their prevention.

Generalizing from these example applications, these ap-
proaches can be used in any area where a characteristic human
motion is involved and the individual subject may exhibit a
distinct signature. Handwriting patterns, walking patterns, and
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Table 10
All possible sensor combinations and the corresponding correct classification rates for some of the methods using P-fold cross-validation.

Sensors used BDM RBA LSM k-NN DTW1 DTW2 SVM BDM RBA LSM k-NN DTW1 DTW2 SVM

– – – – – – – – +T 96.6 67.5 79.0 92.8 62.5 92.9 93.4

RA 94.5 56.8 72.5 88.4 57.1 87.5 90.6 +T 98.1 74.9 84.0 95.8 65.0 95.7 97.7

LA 93.7 59.6 75.3 87.8 47.8 84.4 91.0 +T 98.1 69.5 87.2 95.6 67.2 94.6 97.4

RL 97.3 66.5 82.3 91.0 70.2 87.3 93.8 +T 98.4 80.8 85.4 97.2 76.3 97.6 98.0

LL 94.8 79.8 79.1 96.7 74.6 97.5 96.0 +T 98.4 80.7 85.4 97.3 75.9 97.5 97.9

RA+LA 97.6 68.8 83.4 95.5 61.6 94.8 97.0 +T 98.5 76.8 86.8 97.5 74.3 97.4 98.3

RL+LL 98.8 78.2 84.0 96.6 75.8 95.6 97.8 +T 99.0 83.5 86.3 97.7 79.5 97.7 98.4

RA+RL 98.0 75.6 84.3 96.9 73.2 95.9 97.5 +T 98.8 79.4 87.6 98.0 77.2 97.7 98.5

LA+LL 98.4 76.1 85.6 95.9 72.4 94.9 97.9 +T 98.8 80.0 88.1 97.2 76.4 97.0 98.2

RA+LL 98.5 77.0 83.6 96.3 73.9 96.4 98.0 +T 98.9 80.6 87.2 97.6 80.2 97.8 98.5

LA+RL 97.8 72.5 86.1 95.9 72.7 94.5 97.1 +T 98.7 77.4 88.9 97.5 76.3 97.2 98.4

RA+LA+RL 98.7 77.0 87.1 97.7 76.4 97.3 98.4 +T 98.9 79.2 89.0 98.3 79.4 98.3 98.7

RA+LA+LL 98.7 79.0 86.7 97.8 77.3 97.3 98.5 +T 99.0 81.6 88.9 98.4 80.7 98.2 98.6

RA+RL+LL 99.0 81.5 86.1 98.1 78.7 97.7 98.7 +T 99.1 82.4 88.3 98.4 82.3 98.6 98.8

LA+RL+LL 98.9 80.7 87.2 97.6 75.9 97.4 98.4 +T 99.0 83.7 89.3 98.2 78.5 98.2 98.5

RA+LA+RL+LL 99.0 82.5 88.0 98.3 79.0 98.4 98.8 +T 99.2 84.5 89.6 98.7 83.2 98.5 98.8

T: torso, RA: right arm, LA: left arm, RL: right leg, LL: left leg.

K. Altun et al. / Pattern Recognition 43 (2010) 3605–36203618
other such regular characteristic behavior exhibit different
patterns from person to person and may be used as a generalized
signature of that person for both recognition and validation
purposes.

If we extend the application areas beyond recognizing and
classifying human motion, there are plenty of applications in
monitoring and classifying animal motion [16]. For example,
changes in the behavior of groups of animals due to diseases such
as avian flu or bovine encephalitis could be detected.

Other relevant areas of application are motion artifact
compensation in medical imaging, stabilizing cameras and video
recorders. This would require the data from motion sensors to be
combined with conventionally acquired information and necessi-
tate developing appropriate algorithms, things beyond the
present state of the art in this area. For instance, a motion
compensation system that relies solely on acquired images must
use indirectly deduced motion parameters and sophisticated and
potentially time-consuming processing. On the other hand, direct
information obtained from motion sensors would potentially
enable unnecessary motion artifacts to be eliminated more
precisely with less computational load. Motion sensors for this
purpose can be attached to the subject, the camera or the
acquisition/recording device, or both. While there could be
applications in which attaching a sensor to the subject is not
practical, attaching motion sensors to a patient undergoing
diagnostic imaging would likely not be objectionable. In cases
where it is not acceptable to place the motion sensors on the
subject, they could be placed on the camera or the video recorder.

In the area of animation and film making, including emerging
3-D television technology, motion sensors might not only
contribute to the development of realistic animated models but
also provide useful auxiliary information to the acquisition
process.

Motion sensors attached to human subjects may also find use
in computer games, virtual reality, and professional simulators,
enabling better coupling between the displayed virtual environ-
ment and the subject’s actions.

As sensors continue to get smaller and cheaper, it will become
more and more convenient to integrate them in commonly used
accessories such as watches, glasses, headbands, belts, hats,
hearing aids, etc. We also expect the development of extremely
small and thin, lightweight sensor patches that may be worn on
the skin like a bandage. This will greatly expand sensor’s
applications; as the discomfort or burden of wearing them
becomes negligible, it will be possible to consider applications
in many other areas of daily life that are currently out of question
because the present sensors are not light enough.
7. Conclusions and future work

We have presented the results of a comparative study where
features extracted from miniature inertial and magnetometer
signals are used for classifying human activities. We compared a
number of classification techniques based on the same data set in
terms of their correct differentiation rates, confusion matrices,
computational costs, and training and storage requirements. BDM
achieves higher correct classification rates in general compared to
the other classification techniques, and has relatively small
computational time and storage requirements. This parametric
method can be employed in similar classification problems, where
it is appropriate to model the feature space with multi-variate
Gaussian distributions. The SVM and k-NN methods are the
second-best choices in terms of classification accuracy but SVM
requires a considerable amount of training time. For real-time
applications, LSM could also be considered a suitable choice
because it is faster than BDM at the expense of a lower correct
classification rate.

We implemented and compared a number of different cross-
validation techniques in this study. The correct classification rates
obtained by subject-based L1O cross validation are usually lower.
RRSS uses the shortest amount of processing time, whereas P-fold
requires the longest. However, the main disadvantage of RRSS is
that some feature vectors may never be used for testing, whereas
others may be used more than once. In P-fold and L1O cross
validation, all feature vectors are used for both training and testing.

There are several possible future research directions that can
be explored:

An aspect of activity recognition and classification that has not
been much investigated is the normalization between the way
different individuals perform the same activities. Each person
does a particular activity differently due to differences in body
size, style, and timing. Although some approaches may be more
prone to highlighting personal differences, new techniques need
to be developed that involve time-warping and projections of
signals and comparing their differentials.

To the best of our knowledge, optimizing the positioning,
number, and type of sensors has not been much studied.
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Typically, some configuration, number, and modality of sensors is
chosen and used without strong justification.

Detecting and classifying falls using inertial sensors is another
important problem that has not been sufficiently well investi-
gated [21], due to the difficulty of designing and performing fair
and realistic experiments in this area [12]. Therefore, standard
definitions of falls and systematic techniques for detecting and
classifying falls still do not exist. In our ever-aging population, it
seems imperative to develop such definitions and techniques as
soon as possible [19,20].

Fusing information from inertial sensors and cameras can be
further explored to provide robust solutions in human activity
monitoring, recognition, and classification. Joint use of these
two sensing modalities increases the capabilities of intelligent
systems and enlarges the application potential of inertial and
vision systems.
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