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Abstract

The purpose of this paper is to present an algorithm for computing all the asymptotes of a real plane
algebraic curve. By this algorithm, all the asymptotes of a real plane algebraic curve may be represented
via polynomial real root isolation.
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0. Introduction

As an important kind of algebraic varieties, algebraic curves were discussed in many mono-
graphs, e.g. Ref. [13]. In Refs. [4,5,7], the topology of real plane algebraic curves was effectively
determined. The concept of asymptotes also is very important in the study of real plane algebraic
curves. The asymptote of some branch of a real plane algebraic curve reflects the status of this
branch at the points with sufficiently large coordinates.

For the sake of precision, we need to give the concept of asymptotes of a real plane algebraic
curve. In the sequel, for a line £ and a point P in R2, write d (P, ¢) for the distance of P from £.
Moreover, by P (a, b) denote the point P with coordinates (a, b) in RZ,

Definition. Let C be a real plane algebraic curve in the real plane R?, and B an infinitely elon-
gating branch of C. A line ¢ in R? is called the asymptote of B, if for every positive € € R, there
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exists a positive A € R such that d(P, £) < € for all points P(a, b) on B with a’>+b*>A.In
this case, we also say that £ is an asymptote of C.

If an infinitely elongating branch B can be defined by some explicit equation of the form
y=¢(x) (orx =¥ (y)), where ¢ (or ¥) is a continuous function on an infinite interval, it is easy
to decide whether or not B possesses an asymptote by investigating the existences of the limits
of certain functions when x — oo (or y — 00). Moreover, if the limits of these functions when
x — oo (or y — 00) can be effectively computed, we may obtain the equation of the asymptote
of B. However, if this branch B is implicitly defined and its equation cannot be converted into an
explicit form, both the decision and the computation of the asymptote of B require certain tricks.

Let C be a real plane algebraic curve defined by the equation f(x,y) =0, where f(x,y)
is a non-constant polynomial in R[x, y], the ring of bivariate polynomials over the field R of
real numbers. For the computations of the asymptotes of C, there are the following possible
misunderstandings:

e Vertical asymptotes correspond to x = a where a is any real root of the leading coefficient
of f as a polynomial over R[x] in one variable y.

e Horizontal asymptotes correspond to y = b where b is any real root of the leading coefficient
of f as a polynomial over R[y] in one variable x.

e The slope of the oblique asymptotes correspond to the real ratios, which are the real zeros of
the highest total degree homogeneous part of f(x, y).

These misunderstandings may be cleared up by the following

Example. Let C be a curve defined by the equation f (x, y) =0, where f(x, y) = x*y? +x%y* —
x2y2 4+ x24y2 - 1.

Since x*y? +x2y* —x2y? + x2 +y% — 1= (x?y? 4+ 1)(x% + y*> — 1), the curve C is actually a
circle. Hence, C has not any (vertical or horizontal) asymptote. However, the leading coefficient
of f as a polynomial over R[x] in one variable y is x2, and it has a real root x = 0. Moreover,
the leading coefficient of f as a polynomial over R[y] in one variable x is yZ, and it has a real

root y = 0. By the rotation of axes: x = @(x’ +y),y= ﬁ(x/ —y"), the equation of the circle
C is changed into g(x’, y’) =0, where g(x’, y') = %x’ﬁ - ix’4y/2 - i)c/zy/4 + %ym — %x“‘ +
%x/ 2y2 % y'44x"2 4y’ — 1. Of course, the circle C has not any (oblique) asymptote. However,

the highest total degree homogeneous part of g(x’, y’) is %x/ﬁ — %)c/“y/2 — %)c/zy/4 + %y””, and
(1, 1) is one of its real zeros.

In this paper, we will present an effective method for deciding and computing the asymptotes
of a real plane algebraic curve with implicit equation f(x, y) =0, where f(x,y) € R[x, y]. By
this method, for an algebraic curve C in R?, we may decide whether or not a branch of C has
an asymptote, compute all the asymptotes of C, and determine those branches whose asymptotes

are the same.
1. Preliminaries

Before establishing the main results, we need some preliminaries. First, we extend the field R
of real numbers to an ordered field containing an infinitely large element 7.
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Let n be an indeterminate over R. Then the ordering < of R can be uniquely extended to an
ordering of the field R(), denoted still by <, such that 7 is positive and infinitely large over R.
Obviously, for a non-zero element % € R(n) with g, h € R[n], % < 0, if and only if the leading
coefficient of gh is negative as an univariate polynomial in 1 over R. Thereby, for every non-zero
g € R[n], we have signR(n) (g) = sign(Icoeff(g, n)), where lcoeff(g, n) stands for the leading
coefficient of g as an univariate polynomial in n over R, and Sighg () (&) sign(lcoeff(g, n)) are
the signs of g, lcoeff(g, n) with respect to the orderings of R(#), R respectively.

Denote by R the real closure of (R(#), <), and the only ordering of R is still denoted by <.
Then R C R. In the sequel, for a non-zero element « in R, write signp («) for the sign of o with
respect to the only ordering < of R. Moreover, construct the two subsets of R as follows:

A :={z € R| for some positive number d € R, —d

I :={z € R | for every positive number d € R, —d

Obviously, I consists of all elements in R infinitesimal over R. By the structure of the or-
dering <, we have R C A, r/_l € I, and but n ¢ A. By the familiar facts on real valuations (see
Proposition 1.3 in [8] or the relevant theorems in §5 of [9]), A is a real valuation ring of R, and
I is the only maximal ideal of A. Moreover, (A, I) is compatible with <; in other words, both
A and I are convex in R with respect to <. In the sequel, every element in A is called bounded
(over R), but every element in R \ A is called unbounded (over R).

Let 7 be the real place associated with the valuation ring A. Then 7 is a mapping of R into
R U {oo} satisfying the following conditions:

(1.1) The restricted mapping 7|4 is an R-homomorphism of A onto R such that / is exactly the
kernel of 7| 4.
(1.2) Forany «, B € A, o < § implies 7 (x) < 7 (B).

By condition (1.1), we have n(g(n_l)) = g(0) for every g € R[z], and o — () € [ for all
a€A.

In the sequel, we adopt the usual symbols as follows: ]a, b[ (or [a, b]) stands for the open
(or closed) interval in R with endpoints a, b, and but Ja, b[g (or [a, b]g) stands for the open (or
closed) interval in R with endpoints a, b. Of course, (finite or infinite) half open-closed intervals
may be similarly denoted.

Now let & € R \ A be a positive element. Then 6 is infinitely large over R. Clearly, 6
is transcendental over R. Thereby, for an indeterminate z over R, every element in R[6][z]
may be considered as a polynomial in 6 over R[z]. For a non-zero @(z) € R[#][z], denote
by lcoeff(®(z), ) the leading coefficient of @ (z) as a polynomial in € over R[z]. Obviously,
Icoeff(® (), 0) € R[z].

Lemma 1.1. Let 6 € R\ A be a positive element, and let @ (z) be a non-zero element in R[6][z].
If B € R is an upper bound for every real root of Icoeff(® (z), 0), i.e. |e| < B for every real root e
of Icoeff(@(z), 0), then every bounded root of ®(z) in R belongs to 1—B, B[g.

Proof. Suppose that the lemma above is false. Then there is at least one bounded root o of @ (z)
in R such that either « < —B or « > B. Put

D (2) =ap(2)0? + a1 + -+ au(2),
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where ag(z) = lcoeff(®(z),0), and q; (z) e R[z],i =1, ...,d.
By the equality @ («) =0, we have

ap(a) +a1((¥)9_1 + ... +ad(a)0_d —0.
Observe that &' € 7 and « € A. Then 7(6~") = 0, and 7 (&) € R. So we have
ao(m(@)) =7 (ao(@) +a1@)0~" + -+ ag(@)d =) = 0.

This implies that 7 («) is a real root of lcoeff(®(z), 0). By condition (1.2), we have either
7(a) < m(—B) = —B or n(a) > 7w (B) = B; this contradicts the hypothesis of Lemma 1.1. The
proof is complete. O

Remark. According to the proof of Lemma 1.1, it is easy to see that w(«) is a real root of
Icoeff(® (z), 0) for every bounded root @ of @(z) in R, where @ (z) is as in Lemma 1.1.

Now, we may establish the following

Proposition 1.2. Let @ (z) be as in Lemma 1.1. Then we may effectively compute the numbers of
bounded and unbounded roots of @ (z) in R.

Proof. According to Lemma 1.1, we implement the following effective computations:

Step 1. By Euclidean division, compute such a Sturm sequence of @ (z) as follows:

02 (z)
PP

Py=¢(z), P1= Dy,

where @; e R[0][z],i =0, ..., m.

Step 2. Extract the leading coefficient u; (z) of @; as a polynomial in 6 and the leading coefficient
v; (0) of &; as a polynomial in z,i =0, ..., m. Note: u;(z) € R[z] but v;(0) € R[0] for all i.

Step 3. Extract the leading coefficient a; of u;(z) and the leading coefficient b; of v;(6),
1=0,...,m.

Step 4. Write deg(u;; z), deg(®;; z) respectively for the degrees of u;, ®@; as polynomials in z
over R, i =0, ..., m, and compute the numbers Vi, V>, V3 and V4 of sign variations in the lists
[(—1)deewisdg; 11 =0,....,m], [a;|i =0,...,m], [(—1)4&@:p, | i =0,...,m] and [b; | i =
0, ..., m] respectively.

Then, we have the following claims:

(1) The number of bounded roots of ®(z) in Ris V| — V,;
(2) The number of unbounded roots of @(z) in Ris Vo + V3 — V| — V4.
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Indeed, by Sturm’s Theorem for real closed fields (see Corollary 1.2.10 in [2]), it is clear that
the number of roots of @(z) in R is W — W,, where Wy, W, are the numbers of sign variations
in the lists [(—1)98(®i%) (@) | i =0,...,m] and [v;(#) | i =0, ..., m] respectively. Since 6 is
positive and infinitely large over R, we have signg (v;(0)) = sign(b;) for i =0,...,m. So we
have Wi — Wh = V3 — V4.

Take arbitrarily an upper bound By for every real root of lcoeff(®(z), ). Obviously, there
is a sufficiently large element B € R such that By < B, and sign(u; (B)) = sign(a;) for i =
0, ..., m. Observe that the leading coefficients of &;(8, —B), ®@; (0, B) as polynomials in 6 are
just (—1)9e8@i:d)y; (—B), u; (B) respectively. In this case, the numbers of sign variations in the
lists [@;(8,—B) |i=0,...,m], [®;(0,B)|i=0,...,m] are Vi, V; respectively. By Sturm’s
Theorem, the number of roots of @(z) in the open interval |—B, B[ is V| — V,. According to
Lemma 1.1, the number of bounded roots of @(z) in R is V1 — V5. This completes the proof. O

Remark. By the proof of Proposition 1.2, it is easy to see that the numbers of negative and
positive unbounded roots of @(z) in R are V3 — V1, Vo, — Vj respectively.

By an argument similar to the proof of Lemma 1.1, we may further establish the following
lemma.

Lemma 1.3. Let the notations be as in Lemma 1.1. If ]cy,dil, ..., lcs, ds[ are disjoint open
intervals in R such that e € Ulgkgs]ckv di[ for every real root e of lcoeff(®(z), 0), then every
bounded root of ®(z) in R belongs to Ulgkgs]ck’ di[g.

Definition. Let /1(z) be an univariate polynomial in R[z]. Open intervals ]cy, di[, ..., lc;, di[
in R is called a set of isolating intervals for /(z), if the following conditions are satisfied:

(1) —o<ci<di<cy<dy<---<¢p <dy <00.
(2) Forevery k € {1,...,1t}, there is exactly one root of /(z) in ]cy, di|.
(3) Every root of 4(z) in R belongs to Ulgkgz]ckv d .

In what follows, for an univariate polynomial /(z) € R[z] and an open interval ]a, b[ in R
such that 4 (z) has exactly one root in Ja, b[, the only real root of 4(z) in ]a, b[ is denoted by
(h(z);a,b).

By Lemma 1.3, we may prove the following

Theorem 1.4. Let @ (z) be as in Lemma 1.1. Then we may effectively compute an univariate
polynomial h(z) € R[z] and a finite number of open intervals Ic1, d1l, ..., Ics, ds[ in R such that
the following statements are true:

(1) —o<ci<di<cry<dy <---< ¢ <dy <o0.

(2) Foreveryk e {1,...,s}, there is exactly one root of h(z) in |ck, di[.

(3) Foreveryk e {l,...,s}, there is at least one root of ®(z) in |ck, dk[Rr.

(4) Every bounded root of @ (z) in R belongs to Ulgk@]ck, di[R.

5) If o is a root of ®(2) in ]ce, de[g for some £ € {1,...,s}, then () is the only root of h(z)
inlce, del.

Proof. According to Lemma 1.3, we implement the following effective computations:
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Step 1. Take %(z) as the leading coefficient lcoeff(®(z), 0) of @(z) as a polynomial in the vari-
able 6. Note: h(z) € R[z].

Step 2. By real root isolation for polynomials (see Algorithm 10.41 in [1]), find out a set of
isolating intervals ]cy, di 1, ..., Ict, di[ for h(2).

Step 3. For every k € {1, ..., t}, by Sturm’s Theorem, check whether @ (z) has a root in the open
interval Jcg, di[g. Then collect all the indexes k such that @ (z) has a root in [ck, di[R.

Then, we may assert that the polynomial /(z) and the intervals Jc1, dql[, ..., Jcs, ds[ are as
required in the theorem whenever {1, ..., s} is the set of all the collected indexes.

Indeed, statements (1)—(3) in the theorem are obviously true. By Lemma 1.3, it is easy to see
that statement (4) is true. Now assume that « is a root of @ (z) in Jc¢, d¢[g forsome £ € {1, ..., s}.
By the remark after Lemma 1.1, 7 () is a root of #(z) in R. From the inequalities ¢; < o < dp,
we get

co=m(ce) <m(a) <m(de) =d.

This implies that 7 (o) must be the only root of 4(z) in ]cg, d¢[, because the open interval ]cg, d¢[
contains exactly one real root of /(z). Therefore, our assertion is verified. O

In the following computations, we need a more general result, which involves the familiar the-
orem of Sylvester. Sylvester’s Theorem may be found as Theorem 1.2.9 in [2] or Theorem 8.4.3
in [11].

Let f be a polynomial in R[x, y] such that % # 0, and put f] := % Obviously, there exist
q1, f> € R[x, y] such that

lcoeff( f1; y)2™ f = fiq1 — fo,

where m1 is a non-negative integer, and deg(f2; y) < deg(f1; y).
Whenever f> # 0, such a division algorithm may be continued for f1 and f>. In other words,
we further have

lcoeff( fo; y)*™ fi = fags — f3,

where m is a non-negative integer, and ¢», f3 € R[x, y] such that deg(f3; y) < deg(f2; y).
By repeating this division algorithm, we can obtain a final equality of the following form:

lcoeff( fs; Y)*™ fo—1 = fss,

where m; is a non-negative integer, and f;_1, fi, g5 are non-zero polynomials in R[x, y].

So, we obtain a sequence of non-zero polynomials f, f1, ..., fs in R[x, y]. Such a sequence
f, fi,..., fs is called a Sturm sequence of f relative to y. Likewise, a Sturm sequence of f
relative to x may be obtained.

Theorem 1.5. Let f (x, y) be a non-zero polynomial in R[x, y], let g(z) be a non-zero polynomial
in R[z] having the only root in an open interval ]c,d|, and let e, 5 € R with e < §. If a denotes
(g(2); c,d), and none of cn, an + e, an + 8§ and dn is a root of f(n,y), then cn <an+e <
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an + & < dn, and we may effectively compute the numbers of roots of f(n,y) in Jcn, an + e[,
lan +e,an + 8[g, lan + 8, dnlg respectively.

Proof. By the structure of the ordering of R(#), it is clear that cn <an+e <an+ 8§ <dn.
Let fo:= f, f1,..., fs be a Sturm sequence of f(x, y) relative to y. Then, a Sturm sequence
of f(n,y) is as follows:

fom,y),  fim,y), ... fs(m,y).

By Sturm’s Theorem, it suffices to compute the number of sign variations in the list [ f; (1, ) |
i=0,...,s] forevery « € {cn,an + e,an + 5, dn}. According to the definition of the ordering
of R(n), it is easy to compute the number of sign variations in the list [ f;(n,«) | =0, ..., s] for
every o € {cn, dn}.

In what follows, we proceed to compute the number of sign variations in the list [ f; (, o) |
i=0,...,s]fora =an+ e. For @« = an + §, the number of sign variations in the list [ f; (n, ) |
i =0,...,s] may be similarly computed.

For every i € {0, ..., s}, the polynomial f;(n, nz + e) € R[#, z] may be expressed as follows:

fi(n, nz + ) = uio(@n™ + i (2)n" !

+ ot Ui (2),
where u;;(z) eR[z], j=1,...,n;.

By Sylvester’s Theorem, we can compute effectively the difference D;; between the number
of roots g(z) in Jc, d[ for which u;;(z) is positive and the number of roots g(z) in ]c, d[ for which
u;j(z) is negative. Since g(z) has the only root a in the open interval Jc, d[, D;; € {0, 1, —1}, and
ujj(a) =0, u;j(a) > 0oru;ja) <0, according as D;; =0, 1 or —1. Then, by the definition of
the ordering of R(n), the sign of f;(n, an + ¢) may be determined. So we have computed the
number of sign variations in the list [ fi(n,a) | i =0, ..., s] for « = an + e. This completes the
proof. O

2. Infinite branches

In this section, we will present an algorithm for counting the infinitely elongating branches of
a real plane algebraic curve. For the sake of simplicity, an infinitely elongating branch of a real
plane algebraic curve will be called an infinite branch.

In this section, we let f(x, y) be a non-constant polynomial in R[x, y], and C the curve in R
defined by the equation f(x, y) =0.

Proposition 2.1. Let C be a curve in R? defined by the equation f(x,y) =0, where f(x,y) is
a non-constant polynomial in R[x, y]. Then there exists a positive number M € R such that the
part of C in the region {(x, y) € R? | x > M} is a finite number of disjoint infinite branches, and
so is the part of C in the region {(x,y) e R* | x < —M}.

Proof. Without loss of generality, we may assume that f is squarefree as a polynomial in
R[x, y]. Put fi := %, and write g(x) for the resultant of f and fj relative to y. Then g(x)
is a non-zero polynomial in R[x].

Let fo:= f, f1,..., fs be a Sturm sequence of f relative to y. Write u; (x) for the leading
coefficient lcoeff( f;, y) of f; as a polynomial in y over R[x], i =0,...,s, and put h(x) :=
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g(x) Hogigs u;i(x). Then h(x) € R[x], and there is a positive number M € R such that |a| < M
for all roots « of h(x) in R. By the intermediate value theorem for polynomials, the following
statements are true:

(1) Forall a € [M, +oo[, g(a) # 0, and sign(u; (a)) = sign(u; (M)),i =0, ...,s.
(2) For all a € ]—00, —M], g(a) # 0, and sign(u; (a)) = sign(u; (—M)),i =0,...,s.

Write d; for the degree deg(f;;y) of f; relative to y, i =0,...,s. Obviously, for all
a € M, +ool, the degree of f(a,y) is also d;, i =0,...,s. Denote by Vi, V> the numbers
of sign variations in the lists [(=D%u;(M)|i=0,...,s] and [u;(M) |i =0,...,s] respec-
tively. By statement (1), for every a € |M, 4o0o[, the numbers of sign variations in the lists
[(=D%u;(a) |i=0,...,s] and [u;(a) |i =0,...,s] are V| and V; respectively. By Sturm’s
Theorem, the number of roots of f(a, y) in Ris Vi — Va. Put m := V| — V;, and write all the
roots of f(a, y) in R as follows:

p1(a) < d2(a) <--- < Ppla),

where ¢; (x) is a function in the variable x defined on [M, +oo[,i =1,...,m.

By theorem in [3] or Theorem 1.4 in [10], the function ¢; (x) is continuous, i =1, ..., m. This
implies that the part of C in the region {(x, y) € R? | x > M} consists of the infinite branches as
follows: y = ¢1(x), ...,y = ¢ (x), where x varies over |M, +o0[.

Moreover, for all a € |M, 400, f(a,y) has no repeated root, as g(a) # 0. Thereby, the
curve C has no node in the region {(x, y) € R? | x > M}. Hence, the infinite branches of C in the
region {(x, y) € RZ|x > M} are mutually disjoint.

Likewise, the part of C in the region {(x,y) € R? | x < —M} is a finite number of disjoint
infinite branches. This completes the proof. O

According to Proposition 2.1, the infinite branches of C in the region {(x, y) € R?|x > M} are
called the right-branches of C, and the infinite branches of C in the region {(x, y) € R?|x < —M}
are called the left-branches of C. Caution: It is possible that the number of the right-branches (or
left-branches) of C is 0.

As aresult on the numbers of the right- and left-branches of C, we can establish the following

Proposition 2.2. Let C be as in Proposition 2.1. Then the number of the right- and left-branches
of C is even.

Proof. Denote by M such a positive number as obtained in the proof of Proposition 2.1, and
write r for the number of the right- and left-branches of C. By Proposition 2.1 and its proof,
r is just the number of the roots of the polynomial f(M, y)f(—M, y) in R. Since the roots of
f(M,y)f(—M,y) in R(+/=1) \ R appear as R-conjugate pairs, r has the same parity as the
degree of f(M,y)f(—M, y). Observe that the degree of f(M, y) f(—M, y) is even. Hence, r is
even. This completes the proof. O

Now, we proceed to seek the infinite branches of C other than the right- and left-branches for
a curve C in R? defined by the polynomial equation f(x, y) = 0. According to Proposition 2.1,
these infinite branches of C must lie in the strip region {(x, y) € R?Z | —M < x < M}, where M
is such a positive number as obtained in the proof of Proposition 2.1.
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Proposition 2.3. Let C be a curve in R? defined by the polynomial equation f(x,y) =0, and
M is a positive number as in Proposition 2.1. Then there exists a positive number N € R such
that the part of C in the region {(x,y) e R? | =M < x < M, and y > N} is a finite number of
disjoint infinite branches, and so is the part of C in the region {(x,y) e R* | =M < x < M,
andy < —N}.

Proof. Without loss of generality, we may assume that f is squarefree as a polynomial in
R[x, y]. Write g(y) for the resultant of f and % relative to x. Then g(y) is a non-zero polyno-
mial in R[y].

Consider the polynomial f(x,7n) in R[x], and all the roots of f(x,n) in the open interval
1—M, M[r are denoted as follows:

oy < - <y,

where m is a non-negative integer.

Let 6 be any element in R such that n < 6. Then 6 is obviously positive and infinitely large
over R. Thereby, when both R(#n) and R(0) are regarded as two ordered subfields of R, there
is an order-preserving R-isomorphism o such that o () = 6. Obviously, R is the real closure of
both R(n) and R(9). By Lemma 3.8 in [12] and Zorn’s Lemma, it may be proved that o can be
extended to an order-preserving automorphism of R, denoted still by o. Thereby, all the roots of
f(x,0) in ]—M, M[g are just as follows: o («1) < --- < o (o). Clearly, g(0) # 0. Hence, the
following sentence is valid in R:

EIY<Y>O/\Vy<y> Yy — <g(y)7é0/\EI(x1,...,xm)(‘v’x<f(x,y)=0

— \/ x=x,->/\ /\ fxiy)=0An /\ Xi 7 Xj

1<i<m 1<i<m 1<i<j<m

A /\ —M<x,-<M)))),
1<i<m

where — is used for implications.

Observe that all the constants in the above sentence belong to R. By the familiar Transfer
Principle for real closed fields (see Proposition 5.2.3 in [2]), the above sentence is also valid
in R. Hence, there exists a positive number N such that the following sentence is valid in R:

Vy<y>N—> (g(y);éO/\EI(xl,...,xm)<‘v’x<f(x,y)=0—> \/ x:x,-)

1<i<m

A /\ fxi,y)=0A /\ X Fxj A /\ —M<x,-<M>>),

1<i<m 1<i<j<m 1<i<m

where — is used for implications.

This sentence implies that g(b) # 0 and the polynomial f(x,b) has exactly m roots
in]—M, M[ forall b € [N, +ool. Then, for every b € [N, +o0l, the roots of f(x,b) in ]-M, M[
may be denoted as follows:
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Y1(D) < Y2 (b) < -+ <Y (D),

where 1; (y) is a function in the variable y defined on |N, 4oo[,i =1,...,m.

By theorem in [3] or Theorem 1.4 in [10], the function v;(y) is continuous, i = 1,...,m.
This implies that the part of C in the region {(x,y) € R? | =M < x < M, and y > N} consists
of the infinite branches as follows: x = {1 (y), ..., x = ¥, (), where y varies over |N, +o0[.

Moreover, for all b € IN, +o0o[, f(x,b) has no repeated root, as g(b) # 0. Thereby, the
curve C has no node in the region {(x,y) €e R>| =M < x < M, and y > N}. Hence, the infi-
nite branches of C in the region {(x, y) € R> | =M < x < M, and y > N} are mutually disjoint.

Likewise, the part of C in the region {(x,y) € R? | —M < x < M, and y < —N} is a finite
number of disjoint infinite branches. This completes the proof. O

According to Proposition 2.3, the infinite branches of C in the region {(x,y) € R* | - M <
x <M, and y > N} are called the up-branches of C, and the infinite branches of C in the region
{(x,y) eR?*| =M < x <M, and y < —N} are called the down-branches of C.

In order to investigate the numbers of the up-branches and down-branches of C, we need the
following

Lemma24. Let [a; |i=1,...,s], [bi |i =1,...,5s] be two lists of non-zero elements in R, and
e e{—1,1},i=1,...,s. If VI, Vo, V3 and V4 are the numbers of sign variations in the lists
laili=1,....,s), [bili=1,...,s] leiai |i=1,...,s] and [e;jb; | i =1, ..., s] respectively,
then Vi — V; has the same parity as V3 — V.

Proof. By the definition of sign variations, we have

s—1

1
Vi=) —(1—signg(aiai+)),
2

i=1
s—1

1
Vz: —(l —SignR(bjbi+l))7
2

i=1
s—1

1
Vs = Z E(1 — signg(eieit1aiait1)),
i=1

s—1

1
Vi = Z E(1 - signR(€i€i+1bibi+l))-
i=1

Then we have

s—1 1, .
V3= V4= Z E(SlgnR(eiei+1bibi+l) — signg(e;ei110;ai11)),
i=1
s—1 1
= Z Ee,'e,'H(signR(bibiH) — signR(aiai+1)).

i=1



690 G. Zeng / Journal of Algebra 316 (2007) 680-705

Obviously, the following congruences hold:

e,-ei_HEl (m0d2), i=1,...,s—1.

Since
1, . .
E(SlgnR(bibi+l) — signg (ajait1))
is an integer fori =1, ..., s — 1, we have
1 . . 1, . .
SCiCit] (signg (bibit1) — signg(aiaiy1)) = E(SlgnR(bibi+1) — signg(aiai+1)) (mod 2),
wherei =1,...,5s — 1.
So we have

s—1

1, . .
Vi—Vy=) 5 (Signg (Bibiy1) = signg(bibit))  (mod 2),
i=1

ie. V3 — Vy= V| — V, (mod 2). This completes the proof. O

Proposition 2.5. Let C be as in Proposition 2.1. Then the number of the up- and down-branches
of C is even.

Proof. Denote by M such a positive number as obtained in the proof of Proposition 2.1, and
write r for the number of the up- and down-branches of C. By Proposition 2.3 and its proof, r is
just the sum of the roots of f(x,n) and f(x, —n) in |-M, M[r.

Let fo:=f, f1:= % ..., fs be a Sturm sequence of f relative to x. Then fy(x,n),
fix,n),..., fs(x,n) is a Sturm sequence of f(x,n) as an univariate polynomial over R. By
Sturm’s Theorem, the number of the roots of the polynomial f(x,n) in |-M, M[g is V| — Va,
where Vi and V, are the numbers of sign variations in the lists [f;(—M,n) |i =0,...,s]
and [f;(M,n) |i=0,...,s] respectively. Likewise, the number of the roots of the polynomial
f(x,—n)in |—M, M[g is V3 — V4, where V3 and V, are the numbers of sign variations in the
lists [fi(—M,—n)|i=0,...,s]and [f;(M,—n) |i =0, ..., s] respectively. By Proposition 2.3
and its proof, r = (V] — V) + (V3 — Va).

Write d; for the degree of f; as a polynomial in y over R[x], i =0,...,s. Since nei-
ther M nor —M is a root of lcoeff(f;,y) for i =0,...,s, d; is the degree of both f;(M, y)
and f;(—M, y). Denote respectively by a; and b; the leading coefficients of f;(—M,n) and
fi(M, n) as two polynomials in n,i =0, ..., s. By the structure of the ordering of R[], we have
signp (fi(—M, n)) = sign(a;) and signgz (f; (M, n)) =sign(b;),i =0, ..., s. Hence, the numbers

of sign variations in the lists [a; | i =0, ...,s]and [b; | i =0, ..., s] are V| and V, respectively.
Observe that the leading coefficients of f;(—M, —n) and f;(M, —n) as two polynomials in 7
are (—l)dfai and (—1)"" b; respectively, i =0, ..., s. Thereby, the numbers of sign variations in

the lists [(—1)%a; | i =0,...,s] and [(=1)%b; | i =0,...,s] are V3 and V4 respectively. By
Lemma 2.4, r (= (V1 — V) + (V3 — V4)) is an even number. The proof is complete. O

In Proposition 2.3 and its proof, the positive number M is involved for determining of the
numbers of up-branches and down-branches. Actually, we may establish the result as follows:
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Proposition 2.6. Let C be a curve in R? defined by the polynomial equation f(x,y) =0, and M
is such a positive number as required in Proposition 2.2. Then, for two natural numbers s and t,
the following statements are equivalent:

(1) s and t are the numbers of up-branches and down-branches of C respectively.
(2) s and t are the numbers of roots of f(x,n) and f(x, —n) in |—M, M[g respectively.
(3) s and t are the numbers of bounded roots of f(x,n) and f(x,—n) in R respectively.

Proof. The equivalence between statement (1) and statement (2) follows from Proposition 2.3
and its proof. Hence, it remains to prove that all bounded roots of f(x,7n) and f(x, —n) lie in
1—-M, M|[g.

Suppose that f(x,n) has some bounded root « such that o ¢ ]—M, M[g. Without loss of
generality, we may assume « > M. Put a := w(«). Then a > M, because 7 is order-preserving.
Since @ — a € I is infinitesimal over R, we have o —a < 1. Hence M <o <a + 1.

According to the proof of Proposition 2.1, we may assume that the right-branches of C are
defined by the equations y = ¢; (x), where ¢;(x) is a continuous function on [M, 400, i =
1,...,m. By a familiar fact about continuous functions, there is a positive number d € R such
that

¢i(x) <d forallie{l,...,m}andforall x € [M,a+ 1].

By Proposition 2.1, the following sentence is valid in R:

V(x,y)((f(x,y):O/\Méx <a+ 1) —y <d).

By Transfer Principle for real closed fields, this sentence also is valid in R. Observe that
M <o <a+1and f(x,n) =0. Then we have n < d. This is impossible, because 7 is infinitely
large over R. Therefore, all bounded roots of f(x,n) lie in ]—M, M[g. It may be similarly
proved that all bounded roots of f(x, —n) lie in ]—M, M[g. This completes the proof. O
3. Determination of asymptotes

In this section, we proceed to determine the asymptotes of a real plane algebraic curve C.
According to Propositions 2.1 and 2.3, the right-branches and the left-branches of C may be
respectively numbered in the order from below to above, and the up-branches and the down-
branches of C may be respectively numbered in the order from left to right.

First, we consider the up-branches and the down-branches.

Proposition 3.1. Let C be a curve in R? defined by the polynomial equation f(x,y)= 0. Then
every up-branch and every down-branch of C has an asymptote, and the following statements are
true:

(1) If the polynomial f(x,n) has the bounded roots in R as follows:

o <<y,

then C has s up-branches with asymptotes x = mw(w;), i =1,...,s.
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(2) Ifthe polynomial f(x, —n) has the bounded roots in R as follows:
Br<--- <P,
then C has t down-branches with asymptotes x =w(8;), i =1,...,t.
Proof. It suffices to prove statement (1). Statement (2) may be similarly proved.
For any element 6 in R with n < 6, 6 is infinitely large over R. As is indicated in the proof of
Proposition 2.3, there is an order-preserving R-automorphism o of R such that o () = 6. Then,

all the bounded roots of f(x,6) in R are just as follows:

o(xy) <--- <o(ayg).

Let € € R be any positive number, and put a; = 7(¢;), i = 1,...,s. Since a; —a; € I is
infinitesimal over R fori = 1,...,s, we have —€ <a; —«a; <€,i=1,...,s. Observing that
o is an order-preserving R-automorphism of R, we have —€ <a; —o(o;) <€,i=1,...,s.

Thereby, the following sentence is valid in R:

EIY(Y>O/\V(y,x1,...,xs)<(Y<y/\x1 < e <X A /\ f(x,-,y):O)

1<i<s
—> /\ —€<a; —X; <6)),

1<i<s

where — is used for implications.

Observe that all the constants in the above sentence belong to R. By the Transfer Principle, the
above sentence also is valid in R. Hence, there exists a positive number A such that the following
sentence is valid in R:

V(y,xl,...,x5)<<A<y/\x1 << X5 A /\ f(x,~,y):0>

I1<i<s

—> /\ —6<ai—xi<6)

1<i<s

where — is used for implications.
According to Proposition 2.3 and its proof, all the up-branches of C are defined by the equa-

tions x =¥ (y),i =1,...,s, where ¥1(¥), ..., ¥s(y) are s continuous functions on [N, +o00[
for some positive number N, and ¥ (y) < --- < ¥(y) for all y € |N, +o0[. By the final sen-
tence, we have |a; — ¥ (v)| <€,i=1,...,s, whenever y > A. This implies that the vertical line

x = a; is the asymptote of the branch x = v;(y), i =1, ..., s. The proof is complete. 0O

Theorem 3.2. Let C be as above. Then we can effectively compute the asymptotes of the up- and
down-branches of C.

Proof. According to the preceding results, we implement the computations as follows:
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(1) Extract the leading coefficient h(x) (i.e. lcoeff(f(x, n), n)) of f(x,n) as a polynomial
in 1. Moreover, by real root isolation for polynomials, compute a set of isolating intervals
ler, dil, ..., lcs, dg| for h(x).

Note: the leading coefficient of f(x, —n) as a polynomial in 7 is either h(x) or —h(x).

(2) Compute such a Sturm sequence of f(x, y) relative to x as follows:

fozf(xsy)s flzg_fs fzs RN fn‘h
X

where f; € R[x, y],i =0,...,m.
Thereby, we may obtain a Sturm sequence of f(x, n) as follows:

fox,m),  fike,m), foG,n), ., fam(x,m),

and obtain a Sturm sequence of f(x, —n) as follows:

fO(xa_ﬂ)’ fl(xv_r/)v f2(xs_77)a RN fm(xa_n)~

(3) For k =1,...,s, by Sturm’s Theorem, count the numbers g, q,/( of roots of f(x,n),
f(x,—n) in Jc, di[ g respectively.

Then, we have the following assertions:

(A1) The number of up-branches of C is > ;_; gk, and in the order from left to right these
up-branches have their asymptotes as follows:

q1 q2 qs
X=dl,..., X =dy, X=d2,...,X=4apy, ceey X =dg, ..o, X = dg,

where ap = (h(x); ¢, dy), k=1,...,s.
(A2) The number of down-branches of C is ) ;_; ;. and in the order from left to right these
down-branches have their asymptotes as follows:

q 4 g5

xX=ay,...,x=ay, X=da,...,X=az, ..., X=ds,...,X=dy,

where ap = (h(x); cx,dy), k=1,...,s.

Assertion (A1) may be verified as follows:

Let o1 < - - < ay, are all the bounded roots of f(x, n) in R. By Proposition 3.1, in the order
from left to right the up-branches of C have their asymptotes as follows:

x=m(ar), ..., x=m(ay).

By Theorem 1.4 and its proof, {m(e;) |i =1,...,m}={ax | k=1,...,s}, and for i €
{1,...,m}and k €{1,...,s}, m(o;) = ay if and only if o;; € Jcg, di[. Observe thata; < - -+ < ay.
Then assertion (A1) is verified.

Assertion (A2) may be similarly verified, and the proof is complete. O

Proposition 3.3. Let the notations be as in Proposition 3.1. Then the number of up- and down-
branches with the same asymptote is even.
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Proof. According to Theorem 3.2 and its proof, the number of up- and down-branches with
asymptote x = a is equal to the sum of bounded roots of f(x, n) and f(x, —n) in ]c, d[g, where
¢, d € R such that Jc, d| is an isolating interval containing a.

Let fo:=f, fi:= %,...,fs be a Sturm sequence of f relative to x. Then fy(x,n),
fix,n),..., fs(x,n) is a Sturm sequence of f(x,7n) as an univariate polynomial over R. By
Sturm’s Theorem, the number of the roots of the polynomial f(x,n) in ]c,d[r is V1 — V2,
where V| and V, are the numbers of sign variations in the lists [fi(c,n) | i =0,...,s] and
[fid,n) | i =0,...,s] respectively. Likewise, the number of the roots of the polynomial
f(x,—n) in]c,d[R is V3 — V4, where V3 and V4 are the numbers of sign variations in the lists
[fi(c,—n)|i=0,...,s]and [fi(d,—n)|i=0,...,s] respectively. Thereby, the number of up-
and down-branches with asymptote x — a is (V| — Vo) + (V3 — V4).

Write d; for the degree of f; as a polynomial in y over R[x], i =0,...,s. Since both ¢
and d may be arbitrarily chosen to approach a, we can assume that neither ¢ nor d is a root
of lcoeff(f;, y) fori =0,...,s. In this case, d; is the degree of both f;(c,y) and f;(d, y) for
i =0,...,s. Denote respectively by a; and b; the leading coefficients of f;(c,n) and f;(d, n)
as two polynomials in n, i = 0,...,s. By the structure of the ordering of R(n), we have
signp (fi(c, n)) = sign(a;) and signy (fi(d, n)) =sign(b;), i =0, ..., s. Hence, the numbers of
sign variations in the lists [a; | i =0, ...,s] and [b; |i =0, ..., s] are V| and V> respectively.
Observe that the leading coefficients of f;(c, —n) and f;(d, —n) as two polynomials in n are
(—l)df a; and (—1)di b; respectively, i =0, ...,s. Thereby, the numbers of sign variations in
the lists [(—l)diai |i=0,...,s] and [(—l)dibi |i=0,...,s] are V3 and Vj4 respectively. By
Lemma 2.4, (Vi — V) + (V3 — V4) is an even number. This completes the proof. O

As an application of Proposition 3.3, we proceed to treat the following example. In this exam-
ple and its successors, our computations are implemented with the aid of the computer algebra
system Maple. For the details of Maple, refer to [6].

Example 1. Let C be a curve in R? defined by the following equation:
14 2x —y—I—x3y—|—x2y3 —y4x+y2x —y4—|—2x2~|—x3 —y3 =0.
Compute all the asymptotes of the up- and down-branches of C.
Process of Computing. Put f :=2+2x —y+x3y +x2y3 — yx + y2x — y* +2x2 +x3 — 3.
According to Theorem 3.2 and its proof, we implement the computations as follows:

(1) Regarding f(x, n) as a polynomial in n over R[x], we extract the leading coefficient of

f(x,n) as follows:
h(x)=—x—1.

Moreover, an isolating interval ]—2, O[ is computed for 4 (x).
(2) Compute such a Sturm sequence of f(x, y) relative to x as follows:

fo=2+2x—y+x>y+x2° =y 4+ y2x =yt 2xr 413 — 3,
fi=2+43x2y+2y% — y* + 32 +4x +3x2%,
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2
fr= §(y6+3y5+3y4+y3 —3y2 =6y —2)(y + Dx

1
— §(y7 —10y° — 16y* — 11y° — 11y? +9y + 14)(y + 1),

9
fr= Z(yls + 9y £ 32913 4 52912 4 14911 — 10870 — 260y° — 350y°
—279y" —37y% +177y° + 221y* + 151y° + 13y — 80y — 44).

Thereby, respective Sturm sequences of f(x, n) and f(x, —n) are as follows:

Sox,m),  filx,m),  fa(x,m),  f3(x,m);
fO(X,—n), f](xv_n)v fz(x’—'?)’ fS(X,—T))-

(3) By computation, we have

lcoeff fo(_zs 77)7 n Icoeff fl (_27 77), n

)=-1.
4

)=§;

Icoeff( fo(0, 1), r]) =—1, Icoeff( f1(0, 1), n) =-1,

( )=1 (

Icoeff( f2(—2,m), ) = —é, Icoeff( f3(—2,m), 1
( (
( (

Ol &~

Icoeff( f3(0, 1), 77) =

1
lcoeff( £>(0, n), n) = 5

Since the sign variations in the lists

[fo(=2,n), fi(=2.m), f2(=2,n), f3(=2,m)].
[/0(0. 7). f1(0.m), f2(0.m), f3(.m)]

are the same as in [1, —1, —%, g], [—1, -1, —%, %] respectively, the numbers of sign variations
in the lists

[fo(=2.,n), fi(=2.m), f2(=2,n), f3(=2,m)].
[ 000, n). £10, ), £2(0,m), f3(, )]

are 2, 1 respectively. By Sturm’s Theorem, f (x, 1) has the only root in ]—2, O[.
Likewise, we have

leoeff( fo(=2, —m),n) =1, Icoeff( f1(—2, —n), ) = —1
1 4
leoeff( f2(—2, —n). n) = s leoeff( f3(—2, —n), n) = —5
lcoeff(fO(O, =), 77) =-1, lcoeff(f1 ©, —n), 77) =1,
4
leoeff( f2(0, —n), n) = ~5 Icoeff( £3(0, —n), n) = —=.

9
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This implies that the numbers of sign variations in the lists

[fo(=2, =), f1(=2,=n), f2(=2,—n), f3(=2,—n)],
[ f0(0, —n), f1(0, —n), f2(0, —n), 3(0, —n)]

are 1, 0 respectively. By Sturm’s Theorem, f(x, —n) has the only root in ]—2, O[.

Obviously, (h(x); —2,0) = —1. According to Theorem 3.2 and its proof, the curve C has
the only up-branch and the only down-branch, and the two branches have the same asymptote
x=—1.

Now, we proceed to investigate the asymptotes of the right- and left-branches of C.

Lemma 3.4. Let C be as above. Then the asymptotes of the right- and left-branches of C do not
encompass vertical lines in R?.

Proof. Let B be any right-branch of C. According to Proposition 2.1 and its proof, 5 may be
defined by y = ¢ (x), where ¢ (x) is a continuous function on [M, +oo[ for some positive num-
ber M. For any vertical line x = a with a € R, it is easy to see that the distance between the line
x = a and the point (x, ¢ (x)) of B is greater than 1 whenever x > max{a + 1, M}. Thereby, it is
impossible that the line x = a is the asymptote of . Hence, the asymptotes of the right-branches
of C do not encompass vertical lines in R?. It may be similarly proved that the asymptotes of the
left-branches of C do not encompass vertical lines in R?. This completes the proof. O

Remark. According to Lemma 3.4, if some right- or left-branch of C has its asymptote, then
the slope of this asymptote is a real number, i.e. the equation of this asymptote is of the form
y =ax + b where a, b € R.

By Lemma 3.4, Proposition 3.3 may be further improved as follows:

Proposition 3.5. Let the notations be as in Proposition 3.3. Then the number of infinite branches
of C with the same asymptote is even.

Proof. Let ¢ be any asymptote of C. By a suitable rotation of axes, £ may be converted into a
vertical line £. By Lemma 3.4, all the branches of C with asymptote £ are exactly converted into
all the up- and down-branches with asymptote £’. According to Proposition 3.3, the number of
these branches of C must be even. The proof is complete. O

Lemma 3.6. Let C be as above and z a new variable. If a is the slope of the asymptote of a right-
branch (or left-branch) of C, then there exists a bounded root a of f(n, nz) (or f(—n, —nz)) in
R such that (o) = a.

Proof. We consider only the case when « is the slope of the asymptote of a right-branch of C.
If a is the slope of the asymptote of a left-branch of C, the conclusion may be deduced similarly.

By the hypothesis, we may assume that the equation of this asymptote is of the form y =
ax + b where b € R. Let € be any positive number. By the definition of asymptotes, there is a
positive number A such that following sentence is valid in R:

Vx(x >A— 3y(f(x,y)) =0A—e <y —ax —b <e)).
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By the Transfer Principle, the above sentence also is valid in R. By the structure of the
ordering of R, we have n > A. According to this sentence, the polynomial f(n,y) have a
€

root £ in R such that —e < & — an — b < €. Then —;<Z—a—5<%. So we have

n(—%) < n(% —a-— %) < n(%), and 0 < n(é) —a < 0. Hence rr(§) =a. Put o := % Then
« is a bounded root of f (1, nz) in R such that 7 («) = a. This completes the proof. O

Lemma 3.7. Let C be as above, a, b € R, and w a new variable. Then the line y = ax + b is
the asymptote of a right-branch (or left-branch) of C if and only if f(n,an + w) (or f(—n,
—an + w)) has a bounded root B in R such that w(B) = b.

Proof. Necessity: Now we only assume that the line y = ax + b is the asymptote of a right-
branch of C. For the assumption that the line y = ax + b is the asymptote of a left-branch of C,
the argument is similar.

According to the proof of Lemma 3.6, the polynomial f (7, y) has aroot & such that —e < & —
an — b < e for any positive number €. Put 8 := & —an. Then g is a bounded root of f(n,an+w)
in R. Moreover, for any positive number €, we have —e < § —b <¢€,and B —b € I. So we have
7 (B) = b. The “only if” part of Lemma 3.7 is proved.

Sufficiency: For simplicity, we only assume that f (1, an+ w) has a bounded root 8 in R such
that () = b. For another assumption, the argument is similar.

Let 81 <--- < B, be all roots of f(n,an+ w) in R such that g = B for some k € {1, ...,r}.
Puto;:=an+Bi,i=1,...,r. Thena| < --- < «, are all roots of f(n, y)in R.

By Proposition 2.1 and its proof, for a positive number M, all the right-branches of C are
defined by y = ¢1(x), ..., y = ¢s(x) respectively, where ¢ (x), ..., ¢s(x) are certain continuous
functions on the interval [M, 400 such that ¢; (x) < --- < ¢s(x), and s is the number of the roots
of f(c,y) in R for every c € [M, +oc[. Observe that n > M. By the Transfer Principle, it is easy
to see that s is the number of the roots of f (5, y) in R. So we have r = s. In what follows, we
shall prove that the line y = ax + b is the asymptote of the right-branch defined by y = ¢y (x).

Let € be any positive number. Since oy —an — b (= B — b) is infinitesimal over R, we have
—e<ar—an—b<e.

For any element 8 in R with n < 6, 6 is infinitely large over R. As is indicated in the proof of
Proposition 2.3, there is an order-preserving R-automorphism o of R such that o () = 6. Then,
all the roots of f (60, y) in R are just as follows:

o) <--- <o(ay).

Moreover, we have —e < o (ax —an —b) <€, and —e < o (o) —ab — b < €. Thereby, the
following sentence is valid in R:

E|X<X>OAV(x,y1,...,ys)<(X <XAYI < <Y A /\ f(x,yi):O)

1<i<s
—> —¢ <yk—ax—b<e)).

Observe that all the constants in the above sentence belong to R. By the Transfer Principle, the
above sentence also is valid in R. Hence, there exists a positive number A such that the following
sentence is valid in R:
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V(x,yl,--.,ys)<<A<X/\y1 <-<ymA N f(x,yi)=0)

1<i<s

—>—e<yk—ax—b<e>.

Observe that ¢1(x) < --- < ¢s(x) are all the roots of f(x,y) in R for all x € [M, +o0o[. By
the final sentence, we have |¢x(x) — ax — b| < € whenever x > A. This implies that the line
y = ax + b is the asymptote of the branch y = ¢y (x). This completes the proof. O

Actually, according to Lemma 3.7 and its proof, we may establish the following

Theorem 3.8. Let C be as above, let a) < --- < a, be all the roots of f(n,y) in R, and let
B1 < --- < Bs be all the roots of f(—n, y) in R. Then we have

(1) Fork e{1,...,r}, inthe order from below to above, the kth right-branch of C has its asymp-
tote if and only if “7" is bounded and oy, — ﬂ(%")n is bounded. In this case, the line y = ax +b
is its asymptote, where a = w (%), and b = (g — an).

(2) Fork e{l,...,s}, inthe order from below to above, the kth left-branch of C has its asymptote
if and only if % is bounded and By — n(%)n is bounded. In this case, the line y =ax + b is

its asymptote, where a = —n(%), and b = (B + an).

In what follows, we shall give an effective method to compute the asymptotes of the right-
and left-branches of C.

For a non-zero polynomial f(x,y) € R[x, y] and a non-zero polynomial g(z) € R[z], we
may assert that f(n, nz + w) and g(z) have no non-constant common divisor as polynomials in
R[z, w], where z, w are two new variables. Indeed, if g(z) and f(n, nz 4+ w) have a non-constant
divisor d(z) in R[z], d(z) has at least one root b in R(/—1) because R(v/—1) is algebraically
closed. In this case, we have f(n, nb + w) = 0. Since n, nb + w are algebraically independent
over R(\/—_l ), f(x,y) is a zero polynomial in R[x, y], a contradiction. Thereby, the resultant of
f(n,nz+ w) and g(z) relative to z is a non-zero polynomial in R[w].

Theorem 3.9. Let C be as above. Then we can effectively compute the asymptotes of the right-
and left-branches of C.

Proof. First, we proceed to compute the asymptotes only for the right-branches of C.
According to Lemma 3.6 and Theorem 3.8, we implement the computations as follows:

(1) By regarding ¢(z) as f(n, nz) in Theorem 1.4, we can compute an univariate polynomial
g(2) € R[z] and a finite number of open intervals ]cy, di[, ..., lcs, ds[ in R such that the
statements (1)—(5) in Theorem 1.4 are true.

(2) Compute the resultant p(w) of g(z) and f(n, nz + w) relative to z. Then p(w) € R[n, w],
and p(w) #0.

(3) By respectively regarding z and @(z) as w and p(w) in Theorem 1.4, we can compute an
univariate polynomial 2(w) € R[w] and a finite number of open intervals ley, &1[, ..., les, 6;[
in R such that the statements in Theorem 1.4 are true.
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(4) Write a; for (g(2);¢i,di),i=1,...,s. Fori =1,...,5s — 1, by Theorem 1.5, count the
number ¢; of roots of f(n, y)in la;n + &, ai+1n + e1lr.

Moreover, count the numbers ¢o and g, of roots of f(n,y) in ]—00,ain + ei[g and Jasn +
8¢, +00[ g respectively.

(5) Fori=1,...,sand j=1,...,t, by Theorem 1.5, count the number g;; of roots of f(n, y)
inlajn+ej,ain+68;[Rr.

Then, we have the following assertions:
(*x1) The number of right-branches of C is
N S t
PRI
i=0 i=1j=1

(*2) In the order from below to above, these right-branches have their respective asymptotes as
follows:

q0
m———

No, ..., No,
q11 qit

y=aix+by,...,y=aix +by,
q1

—_——

No, ..., No,

e, yY=aix+by,...,y=a1x + by,

q21 q2t

y=ayx +by1,...,y=axx + by, ceey  Y=@X+ by, ...,y =ax + by,
2

—_———

No, ..., No,

qsl1 qst

y=ax+by,...,y=asx + by,
qs

P

No, ..., No,

ey Yy=agXx +by, ..., y=asx + by,

where the word “No” means the corresponding branch has no asymptote, a; = (g(2);
ck,dr),i=1,...,s,and b; = (h(w);e;,68;), j=1,...,t.

The above assertions may be verified as follows:
Let all the roots of f(n, y) in R be as follows:

o] <0y <<y
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By Proposition 1.2, Theorem 1.4 and their proofs, we have

N s t
n= qu' +ZZ%‘/~
i=0

i=1 j=I

Denote by m the number of right-branches of C. By Proposition 2.1 and its proof, there is
a positive number M such that the number of roots of f(a,y) in R is m whenever a € R and
a > M. Observe that n > M. By the Transfer Principle, it is easy to see that the number of roots
of f(n,y)inRisalsom.Hencem=n=>7_qqi + i 23'21 qij-

Let o; be an arbitrary root of f(n,y) in R, 1 <k < n. By Theorem 3.8, it is easy to see that
the kth right-branch of C has no asymptote if oy € ]—00, ajn+ e[ or ax € lasn + &, +oo[. This
implies that both the first go and the final ¢, right-branches of C have no asymptotes in the order
from bottom to top.

Now assume oy € Jain + ey, asn + & [. Then we have the following possible cases:

Case 1. o € layn + ey, a,n + 8, [ forsome A € {1,...,s}and n € {1, ..., ¢}. By Theorem 3.8,
it is easy to see that the line y = a;x + b, is the asymptote of the kth right-branch of C.

Case 2. oy € layn + &1, ap+1n + e1[ for some A € {1,...,s — 1}. By Theorem 3.8, it is easy to
see that the kth right-branch of C has no asymptote.

Moreover, by the structure of the ordering of R(), we have

—o<ainter<ain+8 <---<ante <ain+94;

<an+te<an+d<---<aym+te <axyn—+4;

<asn+e<asn+8 <---<agn—+e <agn—+ 8 <—+oo.

According to the above arguments, assertions (x1) and (x2) have been verified.
As to the asymptotes of the left-branches of C, we implement the computations as follows:

(1) Implementing the computations as in (1), (2) and (3), we may obtain an univariate polyno-

mial g(z) € R[z], a finite number of open intervals Jc1, di[, ..., Jcs, dg[ in R, an univariate
polynomial #(w) € R[w] and a finite number of open intervals ley, 61, ..., le;, §;[ in R.
(2') Write a; for (g(2); ¢s—i41,ds—i+1),i =1,...,s. Obviously, —a| < —a} <--- < —aj.

(3) Fori=1,...,5 — 1, by Theorem 1.5, count the number g/ of roots of f(—n,y)in]—a/n+
8, —a; . n+eilr.

Moreover, count the numbers ¢, and g; of roots of f(—7, y) in ]—00, —ajn+ei[g and 1—a;n +
8¢, +00[ g respectively.

4)Fori=1,...,s and j = 1,...,¢t, by Theorem 1.5, count the number qi’j of roots of
f(=n,y)inl—an+e;, —an+48;[r.
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Then, we have the following assertions:

(*3) The number of left-branches of C is

N s t
2 a4+ iy
i=0

i=1 j=1
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(»4) In the order from below to above, these left-branches have their respective asymptotes as

follows:

a1

’
1

., y=ajx+b, e,

., y=ayx +b, o,

LLy=axx+b, o,

ar
y=a\x+b,...,y=ajx+b,

Y
y=a)x+b,....,y=asx +b,

Q,ét
y=a,x+b,...,y=ax+b,

where the word “No” means the corresponding branch has no asymptote, a; = (g(2);
CS7i+1’d57l'+1)9 i= 1’ e S, and bj = (h(w)’ €j, 8])’ ] = 17 B

Assertions (x3) and (x4) may be verified similarly. We leave these verifications to the reader.

The proof is complete. O

As an application of Theorem 3.9, we proceed to treat the following example, which is the
complement of Example 1. For the sake of convenience, for a non-zero polynomial @ (x) in R[x],
write @ (+00), @ (—oo) for the leading coefficients of @ (x), @ (—x) respectively.

Example 2. Let C be as in Example 1. Compute all asymptotes of the right- and left-branches

of C.

Process of Computing. Put f:=2+42x —y+x3y+x2y3 —y*x 4+ y2x — y* +2x2 +x3 — 3.
According to Theorem 3.9 and its proof, we implement the computations as follows:
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(1) As a polynomial over R[z] in the variable 7, the leading coefficient of f(n, nz) is g(z) =
23 — z*. By real root isolation for g(z), find out a set of isolating intervals as follows:

bl 1o

(2) As a polynomial over R[w] in the variable 1, the leading coefficient of the resultant of
f (1, nz 4+ w) and g(z) relative to z is h(w) = —(w + 1)3w. By real root isolation for 4 (w),
find out a set of isolating intervals as follows:

Fodf 1o

(3) A Sturm sequence of f relative to y is computed as follows:

fo=2+2x—y+x0y+x2y° =y +yix =yt 2xr 413 =3,

3

fi= % =—1+x> +3x%y% —4y>x +2yx — 4y’ — 3y,

fr=—03x% = 3x% +5x +3)y* — (127 +2x? — 2x — 12)y — x* — 15x°
—2x% —31x — 33,

f3 = (6x® + 18x7 +28x° — 28x — 158x* — 192x — 118x? — 30x + 18)y
+ 12x% +56x7 + 156x8 +229x° + 167x* — 34x> — 214x% — 255x — 117,
fa=36x20 +324x" 4 1884x '8 4 7608x'7 4 24820x'¢ + 67256x1°
+158296x'* +330815x '3 4 618887x % + 1057430x ! + 1623870x'°
+2266105x° +2879565x5 4 3283388x7 + 3348636x° 4 3001889x°
+2280669x* + 1423890x3 4 682290x2 + 204687x 4 26487.

Then, respective Sturm sequences of f(n, y) and f(—n, y) are as follows:
fom,y),  filmy),  L20ny). OLy). fa(n,y);
fo(=n.y),  fil=n.y), fal=n,y), f3(=n,y), fa(=n,y).

(4) Write a1, ap for (g(z); —1,3), (g(2); 3.2) respectively. By Theorem 1.5, for a = —oo,
ain —2,an — %, ain+ 1, axn — 2, apn — %, an + 1, 400, count the number of sign
variations in the list [ f;(n,«) | i =0, ..., 4] as follows:

3,3,2,2,2,2, 1, 1.

Moreover, for « = —00, —arn — 2, —azn — %, —apyn+1, —ain —2, —an — %, —ain+1,
400, count the number of sign variations in the list [ f;i (—n,«) | i =0, ..., 4] as follows:

4,4,4,3,2, 1,1, 0.
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Denoting b := (h(w); —2, —%) and by := (h(w); —%, 1), we have the conclusions:

(x1) The number of right-branches of Cis 3 — 1 =2.
(¥2) By Sturm’s Theorem, the numbers of roots of f(n,y) in Jain — 2,a1n — %[R, laon —

%,azn + 1[g are 1, 1 respectively. Then, in the order from below to above, the right-
branches of C have their respective asymptotes as follows: y = ajx + by, y = axx + ba,
ie.y=—1,y=x.

(*3) The number of left-branches of C is 4 — 0 =4.

(»4) By Sturm’s Theorem, the numbers of roots of f(—n, y) in ]—axn— %, —axn+1[gr, ]—axn+
1, —a1n—2[gr,l—a1n—2,—ain— %[R, J—ain+1, +oo[g are 1, 1, 1, 1 respectively. Then,
in the order from below to above, the left-branches of C have their respective asymptotes as
follows: y = axx + by, No, y =a1x + by, No, i.e. y =x, No, y = —1, No.

With the aid of the computer algebra system Maple, the algorithms above have been made into
a general program to count the branches and compute the asymptotes for a real plane algebraic
curve defined by a polynomial equation with rational coefficients. Applying this program to
Examples 1 and 2, all the computations cost CPU time 0.64s. The following example were done
on a Pentium IV computer with 128 MB RAM.

Example 3. Let C be a curve in R? defined by the following equation:
y3x3 — x4y2 - 3x4y +3x7 + 2)c2y3 — 2)c3y2 + 3x3y —3xt = xy5 + y4x2
+3° —y*x —6xy? +6x2y7 +9x%y —9x3 +3y3 —3y%x —9xy + 92 +1=0.
Compute all the asymptotes of C.

At the cost of CPU time 1.65 s, the following results appeared on the screen:

The asymptotes of up-branches are as follows:
[1,Lx=(z-1,0,2)].
The asymptotes of down-branches are as follows:
[lLx=(z—-1,0,2)].

The asymptotes of right-branches are as follows:

1
[1, y= (—Z3 +z,-2, —§>x + (w, —1, 1)], [1,No], [1,No],

1
[2, y = (—z3 +z, 5 2>x + (w, —1, 1)}.

The asymptotes of left-branches are as follows:

1 1
[2, y= <—z3 + 2z, 5,2)x + (w, —1, 1)], |:l,y - <—z3 +2z,-2, —§>x + (w, —1, 1)}.
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This indicates the facts as follows:
(1) C has the only up-branch with asymptote x = (z — 1,0, 2) (i.e. x =1).
(2) C has the only down-branch with asymptote x = (z — 1,0, 2) (i.e. x = 1).

(3) C has 5 right-branches, and the respective asymptotes are distributed, in the order from below
to above, as follows:

1
y=<z3—z,—2,—§>x+(w,—l,1) (ie.y=-x), No, No,

1 1
y= (23 -z, 5,2>x + (w, —1, 1), y= <z3 -z, 5,2))6 + (w,—1,1) (.. y=ux).

(4) C has 3 left-branches, and the respective asymptotes are distributed, in the order from below
to above, as follows:

1 1
y= <z3 —Z5 2>x +(w, -1, 1), y= <z3 -z, 5,2>x +(w,—1,1) (e y=x),

y= <z3 —z,-2, —%)x +w,—1,1) (e y=—x).
The diagram of Example 3 is shown in Fig. 1.
Acknowledgments
This work is partially supported by a National Key Basic Research Project of China (Grant

No. 2004CB318000) and the National Natural Science Foundation of China. The author is very
grateful to the referees for their valuable suggestions.



G. Zeng / Journal of Algebra 316 (2007) 680-705 705

References

[1] S. Basu, R. Pollack, M.F. Roy, Algorithms in Real Algebraic Geometry, Algorithms Comput. Math., vol. 10,
Springer-Verlag, Berlin, 2003.
[2] J. Bochnack, M. Coste, M.F. Roy, Real Algebraic Geometry, Springer-Verlag, New York, 1998.
[3] J.L. Coolidge, The continuity of the zeros of an algebraic equation, Ann. Math. 9 (2) (1908) 116-118.
[4] F. Cucker, L. Gonzalez-Vege, F. Rosello, On algorithms for real algebraic curves, in: Effective Methods in Algebraic
Geometry, in: Progr. Math., vol. 94, Birkhduser, 1991, pp. 63-88.
[5] L. Gonzalez-Vega, I. Necula, Efficient topology determination of implicitly defined algebraic plane curves, Comput.
Aided Geom. Design 19 (2002) 719-743.
[6] A. Heck, Introduction to Maple, Springer-Verlag, New York, 1993.
[7] H. Hong, An effective method for analyzing the topology of plane real algebraic curves, Math. Comput. Simula-
tion 42 (1996) 572-582.
[8] M. Knebusch, On the extension of real places, Comment. Math. Helv. 48 (1973) 354-369.
[9] T.Y. Lam, The Theory of Ordered Fields, Lect. Notes Pure Appl. Math., vol. 55, M. Dekker, New York, 1980.
[10] M. Marden, The Geometry of the Zeros of a Polynomial in a Complex Variable, Amer. Math. Soc., New York, 1949.
[11] B. Mishra, Algorithmic Algebra, Texts Monogr. Comput. Sci., Springer-Verlag, New York, 1993.
[12] A. Prestel, Lectures on Formally Real Fields, Lecture Notes in Math., vol. 1093, Springer-Verlag, Berlin, 1984.
[13] R.J. Walker, Algebraic Curves, Springer-Verlag, New York, 1978.



