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Abstract

We apply a pre-trained transformer based
representational language model, i.e.
BERT (Devlin et al., 2018), to named entity
recognition (NER) in contemporary and
historical German text and observe state
of the art performance for both text cate-
gories. We further improve the recognition
performance for historical German by un-
supervised pre-training on a large corpus of
historical German texts of the Berlin State
Library and show that best performance
for historical German is obtained by unsu-
pervised pre-training on historical German
plus supervised pre-training with contem-
porary NER ground-truth.

1 Introduction

The transformer (Vaswani et al., 2017) is a recent
neural network architecture that has been used as
the central building block of representational lan-
guage models such as GPT (Radford et al., 2018) or
BERT (Devlin et al., 2018). These representational
models can either be utilized to derive features that
serve as input for other models such as a long short
term memory (LSTM) and/or a conditional random
field (CRF) or they can be directly trained on some
supervised task. In this paper, we follow the lat-
ter approach and train a pre-trained BERT model
directly for named entity recognition (NER) tasks.

In contrast to contemporary German, historical
German texts pose multiple challenges on a poten-
tial algorithm because their language is less stan-
dardized and their digital representation has been
typically obtained by optical character recognition
(OCR) that has been shown to be error prone in this
particular scenario (Federbusch et al., 2013).

In the experiments presented below, we evaluate
the performance of BERT on two contemporary
German NER data sets as well as on three different
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historical German NER corpora (see Sec. 5). We
get best results for historical German by applica-
tion of unsupervised pre-training on a large historic
german text corpus plus supervised pre-training us-
ing contemporary German NER ground-truth. In
contrast best results for contemporary German are
obtained without unsupervised pre-training. The
large historical German text corpus that is used for
unsupervised pre-training has been extracted from
the digital collections of the Berlin State Library
(Staatsbibliothek zu Berlin/SBB).

The software used in the experiments is provided
for download !.

2 Background

The SBB is digitizing its copyright-free holdings
and makes them publicly available online in various
formats for direct® or automated® download. As
part of an on-going process, a growing amount
of OCR-derived full-texts of the digitized printed
material is provided in ALTO* format but is mainly
used for internal use cases such as full-text indexing
and other information retrieval tasks.

However, OCR of historic documents is signi-
ficantly more difficult than OCR of modern texts
due to the large variety of fonts, layouts, mixed
languages, and non-standardized orthography of
printed texts from before 1850. As a consequence,
texts generated by standard OCR contain a high
amount of word errors. Similar challenges have
been described by (Lopresti, 2009) and (Alex and
Burns, 2014) who have noted that the quality of
text analysis is directly tied to the level of noise in
a document. Additional difficulties are caused by
the historic language (Piotrowski, 2012).

Despite these obstacles, natural language pro-
cessing — and NER in particular — strongly con-
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tribute to an improvement of the user experience
as they leverage supportive means for exploration
and search within large text corpora. Furthermore,
a growing research interest from the Digital Hu-
manities in text and, e.g., data mining for historical
social network analysis relies on the extraction of
named entities from the digitized and OCR-derived
full-text collections.

First experiences with NER for historical texts
at the SBB were obtained in the Europeana News-
papers project where a CRF (Finkel et al., 2005)
was trained on manually labeled OCR texts of his-
toric newspapers (Neudecker et al., 2014). This ap-
proach was superseded in the Oceanic Exchanges
project where (Riedl and Padd, 2018) achieve state
of the art results for historic German by combining
a bidirectional long short term memory (biLSTM)
with a CRF as top layer and transfer learning.

The work presented in this paper aims towards a
versatile approach that performs decently on texts
of different epochs, i.e. contemporary and histori-
cal, without requirement of intense parameter tun-
ing with respect to particular target corpora.

The paper is structured as follows: The next
section outlines the relevant work in the context of
the presented approach. Section 4 describes four
data sets that are used in the three experiments
presented. In particular, it presents the data of the
Berlin State Library that has not been published so
far. Then, Section 5 gives a brief description of the
technical details of the experiments. The outcome
of the experiments is discussed and interpreted in
Section 6. The paper concludes with an outlook on
future work.

3 Related Work

(Grover et al., 2008) designed a rule-based system
for recognizing person and place names in digitized
records of British parliamentary proceedings from
the late 17th and early 19th centuries and report
F—scores from 70.35 to 76.94 percent.

(Packer et al., 2010) compare the performance of
a dictionary-based extractor, a regular expression
rule-based extractor, a Maximum Entropy Markov
Model (MEMM) and a CRF on historical OCR-
processed documents with a mean word error rate
of 56 percent, revealing that a voting-based ensem-
ble method can boost Fj—scores from 60.7 to 68
percent.

For a corpus of historic French newspapers, (Gal-

ibert et al., 2012) report F;—scores between 55.2
and 68.9 percent for two stochastic and one rule-
based system by including noisy entities in the
annotations.

In the FEuropeana Newspapers project,
(Neudecker et al., 2014) measure Fj—scores
of 46.6 to 73.27 percent with a CRF trained on
annotated noisy OCR from historic newspapers
in Dutch, French, and German. Fj—scores up to
60 percent are obtained for a dataset of Finnish
OCR-treated newspapers from the 19th and early
20th century with a rule-based system (Kettunen
et al.,, 2016) and the Finnish Semantic Tagger,
a lexicon-based semantic tagger (Kettunen and
Ruokolainen, 2017).

A supervised machine learning system (Nouvel
et al., 2011) has been shown to improve Fj—score
up to 76.1 percent (Ehrmann et al., 2016). This
result was improved furthermore by (Riedl and
Padé, 2018) where transfer learning from the Ger-
man Europeana Newspapers data enabled the bil-
STM+CREF classifier to reach a top Fj—score of
78.56 percent (see Table 2).

To conclude, (Schweter and Baiter, 2019) re-
cently employed BERT features for NER resulting
in F1—scores from 75.31 to 79.14 percent while
their best models that have been trained on news-
paper data of corresponding time epochs deliver
F1—scores from 77.51 to 85.32 percent (see also
Table 3).

4 Datasets

4.1 Europeana Newspapers Historic German
Datasets

The Europeana Newspapers NER corpus was de-
rived from historical newspapers that have been
processed by an OCR and subsequently annotated
(Neudecker, 2016). Therefore, that corpus con-
stitutes a good match for the kind of material ad-
dressed in this paper. It comprises data sets for
historical Dutch, French, and German where the
German data has been sourced from newspapers
from 1926 from the Dr Friedrich Tessmann Library
(LFT), newspapers from 1710 to 1873 from the
Austrian National Library (ONB), and newspapers
from 1872 to 1930 from the Berlin State Library
(SBB).



4.2 CoNLL 2003 German Named Entity
Recognition Ground Truth

The German data used in the CoNLL 2003 task
(Tjong Kim Sang and De Meulder, 2003) has been
taken from a German newspaper, the Frankfurter
Rundschau, from 1992. The CoNLL set posesses
two different test sets, i.e. TEST-A and TEST-B.
We use both in the experiments only for testing
(DE-CoNLL-TEST).

4.3 GermEval Konvens 2014 Shared Task
Data

The GermEval dataset (Benikova et al., 2014) has
been sourced from sampling German Wikipedia
and various online newspapers. The GermEval
dataset posesses a training, a development and a
test set. The development set has not been used at
all in the experiments.

4.4 Distribution of Entities

The distribution of labeled entity tokens within the
different NER ground truth data sets is shown in
Table 1.

LOC ORG PER Size
DE-CoNLL-TEST 0.025 0.033 0.037 103387
DE-CoNLL-TRAIN 0.025 0.020 0.022 206931
GermEval-TEST 0.028 0.021 0.027 96499
GermEval-TRAIN 0.028 0.022 0.027 452853
LFT 0.062 0.037 0.067 70259
ONB 0.066 0.007 0.115 28012
SBB 0.022 0.010 0.019 47281

Table 1: Distribution of entity tokens amongst different
training sets and frequencies of entity tokens across different
training sets.

4.5 Digital Collections of the Berlin State
Library (DC-SBB)

At the time of the writing of this paper, the dig-
ital collections of the SBB contain 153,942 digi-
tized works from the time period of 1470 to 1945
(see Figure 1). Up to now, 28,909 works have
been OCR-processed resulting in 4,988,099 full-
text pages.

We applied a sequence of filter steps in order
to exclude pages that do not contain german text,
have very bad OCR results or contain content that
is unlikely to be continuous text.

For each page with OCR text, we predicted its
language by means of the langid tool (Lui and
Baldwin, 2012). Figure 2 illustrates the number
of pages per language limited to the most frequent
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Figure 1: Distribution of publication dates in the digital
collections of the Berlin State Library (DC-SBB).

languages. For 19,669 works, the language is con-
sistent over all pages as can be seen from the his-
togram of detected languages per work that is given
in Figure 3. Due to this consistency for the vast
majority of all works, we consider the per page lan-
guage detection provided by langid as sufficiently
reliable means to filter out non-german pages. Ad-
ditionally, we take into account only pages with a
confidence score of the German language detection
greater than 0.999999.

Fulltexts of pages where the OCR did not work
at all, for instance pages that contain hand-written
parts, tend to look like random character sequences.
In order to exclude these “broken” pages from the
data, we computed the distribution of the per-page
character entropy rate over all pages. Figure 4
depicts the distribution of the per page character
entropy rate in the DC-SBB. We excluded all pages
with a character entropy rate below the 0.2 per-
centile or above the 0.8 percentile of that distribu-
tion from the dataset.

As a consequence of these filter steps, 2,333,647
pages of unlabeled historical German text remain
and form the DC-SBB dataset. The full dataset
is available freely online (Labusch and Zellhofer,
2019).

5 Experiments

In the scope of the three presented experiments, the
BERT model is trained directly with respect to the
NER by implementation of the same method that
has been proposed by the BERT authors (Devlin et
al., 2018). During training, the maximum sequence
length is set to 128.

Throughout all experiments, we use the Adam
optimizer algorithm with decoupled weight decay
(Loshchilov and Hutter, 2019) where the weight
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Figure 2: Number of pages per language as detected by
langid for the most common languages.
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Figure 3: Number of detected languages by langid per DC-
SBB document (documents with >5 languages are omitted).

decay is set to 0.03. We apply a linear learning
rate schedule where warm-up and cool-down of the
learning rate take 40% of the performed training
steps. We set the target learning rate to 3% 10~ and
use a batch size of 32 during all the experiments.
We carried out 7 training epochs if not noted other-
wise.

Accumulative gradient descent for both super-
vised and unsupervised learning is applied due to
hardware limitations that would otherwise enforce
a smaller batch size. Instead of the original BERT
implementation, all experimental runs rely on an
equivalent PyTorch implementation provided by
(Hugging Face, 2019) since accumulative gradient
descent cannot be easily carried out using the cur-
rent Tensorflow (< 2.0) implementation of BERT.

5.1 BERT-Base Multi-Lingual Cased Model

In the first batch of experiments, we explore the
NER performance of the baseline model as it has
been provided by Google 5. We use their BERT-

Shttps://github.com/google-
research/bert/blob/master/multilingual.md
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Figure 4: Distribution of the per page character entropy rate
of the documents in the DC-SBB dataset. The 0.2 and 0.8
percentiles have been marked with a vertical line.

Base multi-lingual cased model that has been pre-
trained on 104 languages. It has 12 transformer
blocks where each transformer block has 768 layers
with 12 attention heads and uses a vocabulary size
of 119,547. The entire model has about 110 million
parameters. The left Fj-column of Table 2 shows
the results of the BERT-Base model for different
combinations of training and test sets.

5.2 BERT-Base Model with Pre-Training on
DC-SBB

In this experimental run, we study the impact of
unsupervised pre-training with respect to the NER
performance on historical and contemporary data.
Therefore the multi-lingual BERT-Base model is
pre-trained unsupervisedly on the DC-SBB dataset
(see Sec. 4.5). The unsupervised pre-training task
is composed of the “Masked-LM” and “Next Sen-
tence Prediction” tasks that have been proposed in
(Devlin et al., 2018).

The pre-training of the base model has been run
for approximately 500 hours on a single NVIDIA
2080 GPU which is equivalent to 5 epochs. Dur-
ing pre-training, the batch size is set to 128, the
learning rate is set as in the NER task training and
a weight decay of 0.01 is used. The middle Fj-
column of Table 2 shows results of the BERT-Base
model being pre-trained on the DC-SBB data for
different combinations of training and test sets.

5.3 5-fold Cross Validation and Comparison
with State of the Art Approaches

Since the NER performance varies heavily for dif-
ferent train/test set combinations and in order to
make our results comparable to results in (Riedl
and Padé, 2018) and (Schweter and Baiter, 2019),
we run a third batch of experiments where a 5-fold



cross validation is performed for the three historical
German corpora.

In this run, the impact of pre-training on the
model performance under cross validation is eval-
uated. We apply unsupervised pre-training on the
DC-SBB data as well as supervised pre-training
on contemporary NER ground truth. In case of
supervised pre-training, 7 training epochs are run
again with the same learning parameters described
above. Finally, unsupervised and supervised pre-
training are combined where unsupervised is done
first and supervised second. The corresponding
cross validation results are shown in Table 3.

6 Discussion

The NER ground truth sets that have been used
in the experiments described above are diverse in
terms of size and with respect to the frequencies of
the entity classes as Table 1 summarizes.

While the contemporary data sets GermEval and
CoNLL show similar frequencies of entity classes,
the frequencies of entities within the historical data
sets LFT, ONB, and SBB deviate significantly. The
SBB set comes closest to the contemporary sets in
terms of entity frequencies.

Futhermore, there is far more contemporary
ground truth available than for historical texts. The
amount of ground truth also varies significantly
among the various historical datasets.

Table 2 shows the NER performance in terms of
the Fj—score obtained with different training/test
combinations using either the original BERT-Base
model or a BERT-Base model that has been pre-
trained on the DC-SBB set. (Riedl and Pado, 2018)
present a comprehensive evaluation of CRF and
bidirectional long short term memory (biLSTM)
with CRF layer approaches for NER in contem-
porary and historical German, relying on a partial
utilization of the ground truth data that is consid-
ered in this work. The authors use character em-
beddings together with different pre-trained word
embeddings as input features of the biLSTMs. For
those training/test pairs that have corresponding
results in (Riedl and Padg, 2018), their best result
is listed in the rightmost F;-column of Table 2.

Interestingly, unsupervised pre-training on DC-
SBB data worsens BERT performance in the case
of contemporary training/test pairs while the per-
formance improves for all experiments that test
on historical ground truth with one exception
(CoNLL/LFT). Please note that the same training

BERT multi- (Riedl
lingual-cased
and
Pado,
2018)
pre-train: none DC-SBB none
train test F F F
CoNLL CoNLL 84.5 82.6 82.99
LFT 52.9 52.0 49.28
ONB 56.1 56.6 58.79
SBB 67.6 683 -
GermEval GermEval 88.6 86.7 82.93
LFT 54.2 54.8 55.99
ONB 60.0 62.6 61.35
SBB 63.1 65.1 -
GermEval + CoNLL 80.2 794 -
CoNLL
GermEval 88.0 85.7 -
LFT 55.1 552 -
ONB 58.6 60.1 -
SBB 64.1 65.1 -
LFT ONB 71.5 759 65.53
SBB 54.4 569 -
LFT+SBB ONB 72.5 75.7 -
ONB LFT 59.4 61.5 4935
SBB 51.3 54.6 -
ONB+LFT SBB 54.0 555 -
ONB+SBB LFT 61.9 62.7 -
SBB LFT 53.9 549 -
ONB 63.4 66.0 -

Table 2: BERT NER-performance on different combinations
of training and test sets. For all training/test pairs the same
number of training epochs has been executed and the same
learning parameters have been used.

Left (pre-train none): NER-performance of the non-
modified multi-lingual BERT-Base model as provided by
Google’.

Middle (pre-train DC-SBB): NER-performance of the
multi-lingual BERT-Base model that has been pre-trained for
5 epochs on the DC-SBB data with objective “Masked-LM”
and “Next Sentence Prediction” as proposed in (Devlin et al.,
2018) prior to the NER supervised training.

Right (Riedl and Padé, 2018): NER-performance as
published in (Riedl and Pad6, 2018) where multiple state-
of-the art CRF only and biLSTM + CRF approaches using
different character and word embeddings have been evaluated.

Pre-training on DC-SBB improves results for historical Ger-
man datasets, independently on the type of NER-ground-truth
used for supervised training whereas the original BERT-base
model provides better results on contemporary German test
sets.



BERT multi-lingual-cased (Riedl and (Schweter
Pado6, 2018) and Baiter,
2019)
5-fold cross pre-train precision recall F F F
validation on
SBB DC-SBB + GermEval + CoONLL  81.1 1.2 87.8 14 843 +1.1 - -
DC-SBB + CoNLL 81.04+2.1 87.6+1.8 842+19 - -
DC-SBB + GermEval 80.6 +1.8 874 +1.3 838+12 - -
CoNLL 81.0+1.9 86.6+2.2 83.7+15 - -
GermEval 79.7+1.8 872408 833 +£1.1 - -
GermEval + CoNLL 799 +2.1 864 +1.7 83.0+£1.9 - -
DC-SBB 79.1 £2.6 86.7+£0.7 82.7 £1.3 - -
none 79.1£36 8504+1.1 81.9+22 - -
ONB Newspaper (1703-1875) - - - - 85.31
DC-SBB+GermEval + CoNLL 81.54+1.8 87.8+14 846+15 - -
DC-SBB + GermEval 81.6 £2.5 875+1.6 845+1.8 - -
DC-SBB + CoNLL 81.74+28 87.5+1.9 845+23 - -
DC-SBB 81.8 +2.3 87.1£2.1 843+20 - -
GermEval 80.8 £2.1 854 +1.2 83.0+14 78.56 -
GermEval + CoNLL 80.0+1.5 84.7+1.6 823+15 - -
CoNLL 79.1 £2.5 845421 81.7+22 76.17 -
none 78.0+24 84.1+19 809+20 73.31 -
LFT Newspaper (1888-1945) - - - - 77.51
DC-SBB + CoNLL 70.0 £2.6 81.0+0.7 75.1£1.5 - -
DC-SBB + GermEval 699 £30 81.1 1.0 751418 - -
DC-SBB 70.0 3.5 80.8+1.4 75.0+£2.1 - -
DC-SBB + GermEval + CoNLL  69.8 £3.0 80.8 £0.9 749 +2.0 - -
GermEval 689 +2.7 793+14 737+19 7433 -
GermEval + CoNLL 69.1 £2.6 788 +13 73.6£1.5 - -
none 68.8+3.4 79.2+1.5 736422 69.62 -
CoNLL 68.4+3.1 79.1£1.3 733421 729 -

Table 3: 5-fold cross validation results for different historical German NER corpora where different pre-training steps have
been applied to the BERT model. For all experiments the same number of training epochs and the same learning parameters have
been used. Results in (Riedl and Padd, 2018) and (Schweter and Baiter, 2019) have been obtained for some 80/20 training/test

split.

None: Model as published by Google>.

DC-SBB: Model unsupervisedly pre-trained on DC-SBB.

CoNLL: Model supervisedly pre-trained on CoNLL training set.

GermEval: Model supervisedly pre-trained on GermEval training set.

DC-SBB + GermEval + CoNLL: First unsupervised pre-training for 5 epochs on the DC-SBB data.

vised pre-training on the joined GermEval and CoNLL NER ground truth.

Second super-

The NER-performance under cross-validation can be significantly improved by combination of unsupervised and su-
pervised pre-training. DC-SBB+GermEval+CoNLL pre-trained models show close to state-of-the-art performance on all three

historical datasets using exactly the same training parameters and number of training epochs.



data leads to significantly different performances
on varying test sets.

The original BERT model performs better than
the biLSTM+CRF models in the case of con-
temporary training/test combinations. The pre-
trained BERT model performs better than the biL-
STM+CRF models in the case of the majority
of historical training/test combinations except the
CoNLL/ONB and GermEval/LFT pairs.

The impact of the diversity of the ground truth
data sets makes it difficult to assess the actual per-
formance of the BERT models on the historical
data based on the results shown in Table 2 alone.
In order to further study and clarify the experi-
mental outcomes, another sequence of experiments
was performed to evaluate the NER performance
on the historical data under cross validation. The
corresponding results are shown in Table 3. As
above, the corresponding best results from (Riedl
and Pad¢, 2018) are listed, if available, though their
results have not been obtained under cross valida-
tion but for a fixed training/test split. (Schweter
and Baiter, 2019) present a recent study of NER in
historical German. They use a combined biLSTM
+ CRF model together with varying combinations
of character embeddings, contextualized string em-
beddings (Akbik et al., 2018), pre-trained word em-
beddings, and BERT-layer features. We included
their best results that have been obtained for a fixed
train/test split on the LFT and ONB data set in the
rightmost column of Table 3.

As illustrated by Table 3, various degrees of pre-
training successively improve the performance of
the BERT model. In case of the ONB and LFT
data unsupervised pre-training alone (DC-SBB)
provides the biggest part of improvement. Addi-
tional supervised pre-training adds only a small
improvement. In case of the SBB ground truth,
which is more similar to the contemporary data,
supervised pre-training contributes more to the per-
formance improvement.

BERT outperforms the biLSTM + CRF ap-
proaches that have been evaluated in (Riedl and
Pado, 2018) but the results are still worse than some
of the results reported in (Schweter and Baiter,
2019). Their best results rely on a pre-training
scheme that is adapted to the final target domain
whereas in our experiments the pre-training scheme
DC-SBB + GermEval + CoNLL provides very
good cross-validation performance for the three
historical German sets SBB, ONB, and LFT while

utilizing the same set of learning parameters.

7 Conclusion and Future Work

The historical texts of the SBB digital collections
originate from a broad period of time ranging from
1470 to 1945. A long term goal is to reliably con-
duct NER in this large text corpus in order to im-
prove the user experience for researchers interact-
ing with the library’s digitized holdings. Hence, a
versatile approach is required that can deliver de-
cent recognition performance for texts of different
time epochs and a variety of text categories.

Our results show that an appropriately pre-
trained BERT model delivers decent recognition
performance in a variety of settings and even pro-
vides state of the art performance in many cases
without extensive fine-tuning and optimization re-
quirements. This outcome encourages further re-
finement and an extension of the methodology that
has been evaluated in the presented experiments.

In the scope of this paper, we started all our ex-
periments from the BERT-Base model. An increase
of the model size is expected to improve the results
further (Devlin et al., 2018). Therefore, we plan to
re-run the experiments using BERT-Large which
requires even more computation time.

In particular, the unsupervised pre-training on
the DC-SBB set is computationally demanding. So
far, we performed only 5 training epochs though
further improvement in the unsupervised tasks
“Masked-LM” and “Next Sentence Prediction” is
still possible according to the trend of the loss. We
plan to compensate for some of the additional com-
putational demand by better and more GPU hard-
ware that is currently installed at the SBB.

We think that there is a lot of performance to
gain for historical text by adding more historical
ground-truth data. Therefore, we plan to add more
historical ground-truth data in the near future also
in cooperation with the SONAR project (Interfaces
to Data for Historical Social Network Analysis and
Research).

To end with, we plan to significantly reduce the
level of noise in the source OCR texts by means of
re-processing the digitized documents with LSTM
OCR software specifically trained on historical
texts and through the application of unsupervised
OCR post-correction methods based on neural net-
works and finite-state-transducers being developed
in the OCR-D project (Neudecker et al., 2019).
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