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Depth reconstruction tries to obtain 3D scene geometry from incomplete or low-dimensional

data — and it is usually a vital first step in many computational photography tasks. Most image-

space geometric representations, however, fail to be general-purpose as they focus on a narrow set

of metrics, and do not preserve all information of potential relevance. This dissertation shows that

multi-view edges encode all relevant information for supporting higher level computational pho-

tography tasks that rely on depth reconstruction. We do this by presenting a novel encoding of

multi-view scene geometry from structured light fields, and a reconstruction method for inverting

this code. Our model is based on edges in the Epipolar Plane Images (EPIs) of a light field. These

edges provide a small number of high-gradient key points and depth labels that can be used to ac-

curately identify occlusion boundaries, and also to anchor the reconstruction in the angular domain

for view-consistency. We present a differentiable representation of our model which allows the re-

construction to be optimized via gradient descent on a multi-view reconstruction loss. We evaluate

our reconstruction for accuracy, view consistency, and occlusion handling to show that it retains all

the geometric information required for higher level computational photography tasks.
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Chapter 1

Introduction

”[E]xperience building vision systems suggests that interesting things often happen at

an edge in an image and it is worth knowing where edges are.” [27]

This dissertation shows that multi-view edges encode all relevant information for supporting higher

level computational photography tasks that rely on depth reconstruction. Depth reconstruction is a

vital first step in many computational photography tasks such as novel view synthesis [29, 19, 84,

85], scene editing [42, 68, 63], lighting and material estimation [30], and augmented reality [34].

The problem has a long history in the field of computer vision, with a wide variety of solutions

having been proposed over the years. These include photometric stereo [118], shape from shad-

ing [124], depth from defocus [99, 37], active light methods [9, 23, 66, 71, 118], and increasingly

in recent years, learning-based monocular methods [15, 61, 78, 77].

But the most popular and widely studied approach remains that of binocular and multi-view

stereo depth estimation [91, 90]. In its basic form, this involves using epipolar constraints to per-

form a correspondence search at each pixel in neighboring images. The popularity of stereo depth

estimation can be attributed to its ability to work in all environments and lighting conditions, its

immunity to interference from competing signals, and the well-understood constraints of epipolar

geometry that help solve the problem unambiguously.

However, stereo depth estimation is not without its drawbacks. Not only is the correspondence

step computationally expensive, it is susceptible to failure in textureless, specular and disoccluded

regions. Moreover, the baseline between neighboring cameras can have a significant impact on the

quality of results. Small baselines reduce accuracy as the change in disparity relative to depth is

low. Large baselines make it difficult to find corresponding points in neighboring images [48].

Nonetheless, stereo depth estimation remains a preferred solution — especially with the prolifer-

ation of camera sensors in recent years. Most smartphones these days have at least two front-facing

1
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cameras, with the Nokia 9 PureView featuring five. The Oculus Quest 2 headset has four built-in

cameras. The Light L16 had sixteen! This explosion in the number of sensors has enabled new and

interesting applications in computational photography. The five cameras of the Nokia 9 PureView

allow it to synthetically refocus a photo. The Quest 2 uses its cameras to provide mixed reality

experiences. And the L16 captured DSLR-quality photographs, even in low light conditions. Other

applications include novel view synthesis or 3D photography [29, 75, 69, 94, 54, 70], high dynamic

range (HDR) imaging [116], and extremely high speed video [116]. On the other hand, the large

number of images leads to increased — often prohibitive — data and computational costs.

While depth estimation is a vital first step in many computational photography tasks, it is usually

not the final goal. The quality of depth reconstruction often correlates with the quality of a higher

level computational photography task to varying degrees and along different dimensions. On tasks

such as novel view synthesis, for instance, even crude 3D reconstructions suffice for achieving high

levels of performance [29, 126, 69, 54]. Mildenhall et al. [69] show that the quality of novel view

synthesis plateaus after a certain level of depth complexity beyond which factors like disocclusions

start playing the determining role. Moreover, the incorrect metric depth that correspondence-based

depth estimation methods generate in specular regions, in fact, allows view-dependent effects to be

accurately simulated in novel view synthesis. For certain 4D light field editing tasks even piece-wise

constant depth — implicitly encoded in 4D segmentation masks — proves sufficient for achieving

high quality results [68]. However, on tasks such as 3D painting [43, 42], scene relighting [118]

or material estimation [30] that rely on correct surface normals, the geometric accuracy of the esti-

mated depth is an important factor.

Given this, one may naturally ask about the completeness of a given depth reconstruction. El-

der [25] defines completeness as the ability of a representation to capture all information of potential

relevance to any higher level visual task. This dissertation shows the multi-view edges are indeed

complete: they encode all relevant information for supporting higher level computational photogra-

phy tasks that rely on depth reconstruction.

1.1 A Representation for Multi-View Depth

In addition to color data, multi-view images implicitly store the geometric structure of a scene. A

2D depth map provides a more explicit representation of this data. For computational photography

tasks that rely on knowledge of 3D scene structure, clearly a depth map is more useful as a repre-

sentation than a collection of RGB images. The depth map representation has lower entropy and,

thus, requires less processing to extract the same information. But is it the most efficient such rep-

resentation in terms of information? Based on the work of Elder [25] and the specific constraints of
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multi-view scene reconstruction, we propose the following criteria for evaluating a general-purpose

image space geometric representation:

1. Concision: Any redundant information in the input should be discarded. This property —

based on Barlow’s efficient coding hypothesis [4], and proposed by Elder [25] for the repre-

sentation of a single image — becomes especially useful for multi-view input. Multi-view

images implicitly encode depth information in their angular dimension with high redundancy.

Many methods [111, 107, 108, 125, 46, 90, 36, 119, 120] successfully exploit this redun-

dancy for higher quality depth reconstruction than traditional stereo. However, storing the

reconstructed result as a depth map per input view retains the redundancy even though it is no

longer useful. Per-view depth maps, therefore, are not a concise representation and, thereby,

have high data and computational costs.

2. Explicitness: Important structural information should be explicitly represented. Elder [25],

quoting a distinction originally made by Adelson [2], describes this as the encoding rep-

resenting “things” not “stuff.” Depth maps, as described above, explicitly store geometric

information. In addition, through their gradients, they describe occlusion boundaries. Spatio-

angular segmentation masks [31, 68] define object surfaces. Both representations are more

explicit than multi-view RGB images, which only implicitly encode this information.

3. Completeness: The representation should encode all relevant information to be able to support

a variety of higher level computational photography tasks.

Elder also lists generality, reliability and precision as the evaluative measures for a visual represen-

tation. But we believe these are subsumed in the definition of completeness we provide next.

1.1.1 Completeness for Computational Photography Tasks

As discussed above, different applications are variously correlated with the quality dimensions of

depth reconstruction. Approximate reconstructions suffice for novel view synthesis tasks [126, 69],

but not for BRDF estimation [106, 74]. A complete representation should support the requirements

of all these tasks. To quantify this criterion, we identify the following three metrics that the recon-

structed depth from the representation is measured on:

Accuracy: Accuracy refers to the correctness of the estimated depth maps in metric terms. It

quantifies the difference between the estimated depth and a known ground truth measure. Common

quantitative metrics include the Mean Absolute Error (MAE), the Mean Squared Error (MSE), Q25,
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and a bad pixel measure BP(·). The Q25 metric represents the 25th percentile of the absolute error,

and BP(t) is the percentage of pixels falling above threshold t in absolute error.

As the goal of 3D reconstruction is the recovery of a faithful, or correct, representation of a

scene, it is obvious that accuracy is an important metric and explains its primacy in reconstruction

benchmarks [87, 105, 28, 67]. It is certainly important for computational photography applications

— such as 3D painting [42], scene relighting [118], or material estimation [30] — that rely on

correct surface normals. For other tasks, however, the mean reconstruction error over all pixels is

less relevant than the error specifically for pixels lying on depth boundaries; in other words, the

accuracy of occlusion edge reconstruction.

Figure 1.1: Scene editing requires high-accuracy occlusion edges. Middle: The dense depth estimated by
Zhang et al. [125] illustrates the difficulty of extracting correct edges. Right: Using the approach we describe
in Chapter 6 allows effective occlusion handling when editing light fields. The inset shows our disparity map.

Occlusion Edge Accuracy: Occlusion edge reconstruction accuracy is measured by restricting

MSE, MAE, Q25 and BP(·) to the vicinity of depth edges defined by the gradients of a ground truth

measure or, more commonly, through precision-recall curves of the same edges.

As Figure 1.1 shows, high-accuracy depth edges are vital for image editing tasks. Correctly

localizing depth edges, however, proves to be a difficult task. CNNs trained on a mean loss over

all pixels fail to capture high frequencies (this is also due in part to spectral bias [76, 6], and the

averaging effect implicit in the convolution operator). Methods such as Neural Radiance Fields [70]

also inherently have a smoothness bias which lets them avoid degenerate solutions that may re-

sult from the shape-radiance ambiguity [123] but also prevents them from representing high fre-

quency details effectively [101, 95]. Similar smoothing artifacts can be observed in depth fusion

approaches [114, 18], especially those based on averaging signed distance functions [21, 41]. Many

depth estimation methods, including the top-performers on the Middlebury Stereo Dataset [105],

mitigate the blurriness of depth edges by using a discrete range of depth values. Others [54, 94]

enforce strong occlusion edges by using a weighted median filter [64] on the estimated depth.
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Figure 1.2: A fundamental trade-off exists between view-consistency, accuracy, and occlusion edge correct-
ness. A complete depth representation should be general enough to optimize each metric separately.

View-Consistency: View consistency in multi-view depth estimation requires that the reconstruc-

tion of each view Ii as represented by a depth map Di : R2
! R in camera space coordinates,

is globally consistent. View-consistency is vital for avoiding flickering and swimming artifacts in

applications that involve interaction with all input views simultaneously or in quick succession such

as when editing a light field when every output view will be seen on a light field display [42, 103].

Given the above description, we observe that a fundamental trade-off exists between the three

metrics described above (Figure 1.2). Increased regularization makes the results more consistent,

but at the cost of occlusion edge and general accuracy; in the extreme case, a single depth value

for all pixels would provide the highest consistency with very low accuracy and no occlusion edges

at all. A continuous or smooth range of depth values allows greater precision and, thereby, greater

accuracy, but leads to lower gradient edges. A complete depth representation should, therefore, be

general enough to optimize each metric separately.

1.2 Multi-view Edge Model

We propose a representation for multi-view depth that satisfies the criteria listed in Section 1.1.

Inspired by Elder’s [25] encoding of intensity images, we formulate our representation of geometry

as a sparse model based on multi-view edges in image space. A multi-view edge refers to the pairing

of a 2D edge location with a depth label which allows the edge point to be uniquely identified and

localized in multiple views. Our model, described in detail in Chapter 4, is composed of multi-view

edges, a parameter representing the occlusion direction at each edge location, and a confidence

estimate of the occlusion boundaries in the input pixel array.

Our representation makes structural features of the input explicit. This not only includes edges,

which provide important information about changes in the visual composition of a scene, but occlu-

sion surfaces and depth boundaries too. The latter together provide important information about the

3D structure of a scene. Moreover, this information is encoded in a concise representation. Not only
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are redundant measurements avoided, but noisy estimates in smooth and texture-less regions — a

banana-skin for most correspondence based dense depth estimation methods — are also discarded.

1.3 This Dissertation

This dissertation shows that multi-view edges encode all relevant information for supporting higher

level computational photography tasks that rely on depth reconstruction. That is, we show that our

proposed multi-view edge model is complete.

Chapter 4 shows how our model parameters are estimated from structured light field images. We

present a method for detecting multi-view edges, and solve the ill-posed problem of extracting depth

gradients from sparse depth labels by a bi-directional diffusion process. A confidence estimate of

the occlusion boundaries is obtained by exploiting the fact that depth edges are more sensitive than

texture edges to local constraints.

The completeness of our model is demonstrated in Chapters 5–7. This is done via two application-

specific reconstruction methods that convert the multi-view edge model into a 2D depth map for

evaluation. Chapter 5 poses reconstruction as a 4D superpixel segmentation problem and generates

view-consistent piece-wise constant depth maps. Chapters 6 and 7 respectively present a smooth

reconstruction method, and a differentiable representation of our multi-view edge model which can

be optimized with respect to the completeness metrics described in Section 1.1.1 through gradi-

ent descent. Also in Chapter 7 we remove the structuring constraints of light fields and show the

applicability of our model to general multi-view images.

Limitations of Scope Multi-view images encode both photometric and geometric information.

Our work focuses only on the latter aspect by evaluating the criteria of Section 1.1.1 on a geometric

reconstruction from our proposed model. In addition, we are interested only in showing the com-

pleteness property from Section 1.1, and do not study the concision or explicitness of our model.

Moreover, we are only interested in answering whether our model is a complete representation of

multi-view geometry, and not if it is the best such representation. Our work primarily uses structured

light fields as a form of multi-view images, and we assume the scene is composed of Lambertian

surfaces. We discuss the implications of these choices in Chapter 8.



Chapter 2

Technical Background

2.1 The Plenoptic Function

The plenoptic function describes the distribution of light in a scene. It is a seven-dimensional

function P (x, y, z, ✓,�,�, t) of spatial position x, y, z, the viewing direction given in spherical

coordinates by ✓, and �, wavelength �, and time t. Intuitively, the plenoptic function defines the

amount of light traveling in any direction, though any point, at a particular instance of time. When

dealing with static scenes the dependence on time t can be dropped. Moreover, the wavelengths of

interest for most visual computing tasks are fixed at red, green and blue. This simplifies P to a five

dimensional function P (x, y, z, ✓,�).

Except in the simplest of cases, the plenoptic function does not have an analytic solution so

that it can only be estimated by interpolating from discrete samples. These samples are commonly

provided by multi-view images of a scene. Given the large dimensionality of P , the number of

images required to reconstruct it can be quite high. Chai et al. [13] study the sampling requirements

of the plenoptic function and show that the maximum baseline between a pair of neighboring images

must be less than one pixel for alias-free interpolation of P . This limit is, however, inversely related

to the amount of geometric information [13, 69]: the greater our knowledge of scene geometry,

the lower the sampling requirement. In our experiments, we use the term light field to refer to a

set of multi-view images that satisfies Chai et al.’s sampling requirements. Note that some work,

especially in the computer graphics community, uses the term light field for the plenoptic function

itself. We do not follow this convention.

7
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(a) (b)

Figure 2.1: 4D parameterization of light fields. (a) The camera capturing the light field moves on the uv

plane; st is the image plane. (b) Intuitively, the uv coordinates reference a light field view, and the st

coordinates reference a pixel in that view.

2.2 Light Fields

A light field is a set of images that represents samples of the plenoptic function. If we assume

a space free of occluders with views captured on a single plane from outside the convex hull of

the scene [57], then a light field provides a four-dimensional representation L(u, v, s, t) of the 5D

plenoptic function P . This is achieved via a two-plane parameterization [57, 29, 40] (Figure 2.1).

Since the camera capturing the light field is moving on a 2D plane – the uv plane – then any pixel

in the light field can be referenced by four coordinates: the 2D position of the camera (u, v) on

the plane, and the 2D pixel coordinates (s, t) of the pixel in the image captured from that position.

The uv coordinates form the angular dimensions, whereas the st coordinates form the spatial di-

mensions of the light field. Hence, in all subsequent discussions, we use the descriptor “angular” to

describe properties across different views, and “spatial” to refer to properties of pixels within a sin-

gle image. A light field is structured if the uv samples lie on a rectilinear grid. All our experiments

assume structured light fields, unless otherwise stated.

2.3 Epipolar Plane Images

An Epipolar Plane Image, or an EPI, represents an angular slice of a light field [10]. Specifically,

an EPI E(v, t) is the function obtained by fixing one angular and one spatial dimension of the light

field L: E(v, t) ⌘ L(u
⇤
, v, s

⇤
, t) for constant u⇤ and v

⇤. In practice, this corresponds to the image

created by stacking the s
⇤th row of pixels from the u

⇤th row of images. For Lambertian surfaces,

EPIs provide a highly regular and structured representation of the scene: a point in world space

becomes a line in an EPI, and the slope of this line corresponds, via disparity, to the point’s depth.



Chapter 3

Related Work

3.1 Light Field Depth Estimation

Many light field depth estimation methods seek to exploit the regular structure of an EPI [73].

Wanner and Goldluecke’s [111] work was among the earliest widely-applicable method to use EPI

lines for local depth estimates. They use a structure tensor to estimate depth as the gradient in EPI

space. The estimate is refined in a variational framework — first in the angular dimension to enforce

visibility constraints, and then in the spatial dimension. Many subsequent methods have adopted

a similar approach by posing depth estimation as an energy-minimization problem in EPI space.

However, the latter optimization does not include any cross-view consistency constraints. Thus,

while capable of generating depth maps for off-center views, their results are not consistent. More-

over, the variational approach turns out to be computationally untenable when generating results

for each view. Due to the local nature of the structure tensors, Wanner and Goldluecke’s method

can only reliably detect pixels with a disparity no larger than two pixels. This limits its applica-

tion to light fields with larger baselines. Diebold and Goldluecke [24] address this by refocusing

each EPI to several virtual depth layers before local disparity estimation. In addition, they present a

method for handling incoherent depth estimates around occlusion boundaries. While this generates

sharper edges in the resultant depth map, it requires the integration of estimates over all views and

so restricts the output to a disparity map for the central view only. Zhang et al.’s [125] spinning

parallelogram operator works in a similar fashion on EPIs, but has a larger support than the 3 ⇥ 3

Scharr filters used by Wanner and Goldluecke [111] and Diebold and Goldluecke [24], and provides

more accurate estimates. This approach is similar to Tošić and Berkner’s [104] convolution with

a set of specially adapted kernels to create light field scale-depth spaces. Wang et al. [107] [108]

9
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build on this by proposing a photo-consistency measure to address occlusion. Their method com-

putes depth maps with sharp transitions at occlusion edges, but only produces depth for the central

light field view. Tao et al.’s [102] work considers higher dimensional representations of EPIs which

allows them to use both correspondence and defocus for depth estimation. These latter two works

use the graph-cuts of Kolmogorov and Zabih [53] to minimize an NP-hard energy function.

The relation between defocus and depth is also exploited by the sub-pixel cost volume of Jeon et

al.[44] who also present a method for dealing with the distortion induced by micro-lens arrays. An

efficient and accurate method for wide-baseline light fields was proposed by Chuchwara et al. [20].

They use an oversegmentation of each view to get initial depth proposals, which are iteratively

improved using PatchMatch [5]. Their work demonstrates the use of superpixels for higher level

vision tasks. Closely related to our method of edge-aware bidirectional diffusion (Chapter 4.2) is

the work of Holynski and Kopf [34] who present an efficient method for depth densification from

a sparse set of points for augmented reality applications. Similar to our smooth reconstruction

method (Chapter 6), Yucer et al. [122] present a diffusion-based method that uses image gradients

to estimate a sparse label set. However, their method is designed to work only for light fields with

thousands of views. Chen et al. [14] estimate accurate occlusion boundaries by using superpixels in

the central view to regularize the depth estimation process. In general, densification methods [118,

109, 17] largely seek to recover accurate metric depth without considering occlusion boundaries.

In recent years, many methods have sought to use data-driven methods to learn priors to avoid

the cost of dealing with a large number of images, and to overcome the loss of spatial information

induced by the spatio-angular tradeoff in lenslet images. Alperovich et al. [3] use an encoder-

decoder architecture to perform an intrinsic decomposition of a light field, and also recover disparity

for the central cross-hair of views. Huang et al. [36] provide a network-based solution that is able to

handle an arbitrary number of uncalibrated views. Jiang et al. [46, 47] fuse the disparity estimates

at four corner views estimated using a deep learning optical-flow method. Shi et al. [93] build on

this by adding a refinement network to the fusion pipeline.

3.2 Sparse Depth Estimation and Densification

Our work on depth reconstruction by diffusion (Chapters 6) begins with sparse depth estimates from

our multi-view edge model. This relates to work on depth densification and completion. Early work

in this field used cross-bilateral filters to complete missing depth samples [82]. Chen et al. learn to

upsample low-resolution depth camera input and regularize it from paired RGB data [16]. Imran et

al. consider the problem of depth pixels being interpolated across discontinuities, and compensate

by learning inter-depth object mixing [39]. Efficient computation is also addressed by Holynski and
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Kopf [34], who estimate disparity maps for augmented reality. With accurate depth samples, such as

from LIDAR, simple image processing-based methods are competitive with more complex learning-

based methods [55]. Our method considers the problem of when depth samples themselves may not

be accurate, and any resulting densification without correcting the samples will lead to error.

3.3 Differentiable Rendering

The densification process described in Chapter 7 uses differentiable rendering to optimize sparse

constraints through a differentiable diffusion process. Xu et al. [118] use differentiable diffusion

based on convolutions for coarse depth refinement. We build upon radiative energy transport mod-

els that approximate transmittance through a continuously-differentiable isotropic Gaussian repre-

sentation [81]. In this area, and related to layered depth images [92], recent work in differentiable

rendering has addressed multi-plane transmittance for view synthesis [126, 59]. Other works con-

sider transmittance in voxel-based representations [62] and for differentiable point cloud render-

ing [121, 22]. A known challenge with differentiable point clouds is backpropagating the 3D point

locations through a differentiable renderer via a splatting algorithm [83]. Wiles et al. [117] present

a neural point cloud renderer that allows gradients to be back propagated to a 3D point cloud for

view synthesis. We propose a method to meet this challenge by directly rendering depth, and use it

to optimize sparse depth samples to correctly reproject RGB samples across multi-view data.

3.4 Light Field Segmentation

Some computational photography applications requires the user to provide label annotations mark-

ing objects to be segmented. Wanner et al. [113] used a Markov random field (MRF) to assign

per-pixel labels to the central view of a light field. Mihara et al. [68] extended Wanner’s work by

segmenting using an MRF-based graph-cut algorithm which produces labels for all views of the

light field. Hog et al.’s work [31] improves the running time of a naive MRF graph-cut by bundling

rays according to depth. Campbell et al. [11] presented a method without user input for automatic

foreground-background segmentation in multi-view images. This uses color-based appearance mod-

els and silhouette coherence; as such, their method is more effective for larger baselines with larger

change in object silhouettes. All these methods seek to calculate object-level labels; however, our

goal requires automatically producing superpixel segmentations of light fields as piece-wise con-

stant depth reconstructions (Chapter 5).
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3.5 Light Field Superpixel Segmentation

Given the familiar 2D simple linear iterative clustering algorithm (SLIC) for superpixel segmenta-

tion [1], Hog et al. [32] propose an approach for light fields which is focused on speed, computing in

80s on CPU and 4s on GPU on the HCI dataset [112]. Then, the authors extend this work to handle

video processing [33]. However, with their focus on fast processing, the results are not view consis-

tent. Given a disparity map for the central view, Zhu et al. [127] pose the oversegmentation problem

in a variational framework, and solve it efficiently using the Block Coordinate Descent algorithm.

While their method generates compact superpixels, these sometimes flicker as shape changes across

views. Our approach specifically enforces view consistency, which is desirable for many light field

applications. Li et al. [60] generate light field superpixels by optimizing an energy on a 4D graph

using a greedy approach. While their energy term explicitly enforces view consistency, it isn’t a

hard constraint. As a result, their output also lacks view consistency in some cases, with superpixels

flickering or changing shape.



Chapter 4

A Multi-view Edge Model

This chapter presents our proposed multi-view edge model. Our model consists of 1) the 2D pixel

location and depth values of edges across light field views — a pair of parameters we will refer to

as a multi-view edge and differentiate from the full multi-view edge model, 2) a surface vector that

indicates the direction of occlusion, and 3) a confidence value of the edge being a depth, rather than

a texture, edge. It will be noticed that our model reflects Elder’s single-view edge model [25] in

all parameters but the information being encoded: in Elder’s case this is photometric information,

whereas in our case it is geometric information.

4.1 Multi-view Edges

A multi-view edge refers to the pairing of a 2D edge location with a depth label which allows

the edge point to be uniquely identified and localized in multiple views. These two parameters

correspond exactly to the edges in an Epipolar Plane Image (EPI). Thus, we propose an algorithm

to jointly estimate them via line-detection in the EPI domain.

For robust occlusion handing, we must accurately detect the intersections of lines in EPIs

(Fig. 4.1). However, classical edge detectors like Canny [12] and Compass [86] often generate

curved or noisy responses at line intersections, which makes later line fitting and occlusion local-

ization difficult. Instead, we propose an EPI-specific method. Note: We describe line detection for

the central horizontal views; central vertical views follow similarly.

4.1.1 EPI Edge Detection

We take all EPIs Ei(x, u) (size w⇥h) from the horizontal central view images I 2 H. We convolve

them with a set of 60 oriented Prewitt edge filters with each representing a particular disparity. We

13
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Algorithm 1: EPI edge detection
FindEdgesEPI (E,F )

Input: E: A w ⇥ h EPI
F : A set of 60 2h⇥ 2h directional filters.

Output: An edge slope map Z with confidences C.

foreach fi 2 F do
ri  E ~ fi;

end
foreach pixel location(u, v) 2 I do

Z(u, v) argmax
i

ri(u, v) ;

C(u, v) max
i

ri(u, v) ;

V (u, v) StdDev(I(N(u,v))) for neighborhood N(u,v) around (u, v) ;
end
C  NonMaxSuppress(C) � V ;
return Z, C

end

filter only the central views for efficiency, and later on will propagate their edges across all light

field views. To detect small occluded lines, we use 2h ⇥ 2h filters and convolve the entire (x, u)

space. This effectively extends occluded edge response to span the height of the EPI.

From this, we pick the filter with maximal response per pixel, which is a disparity map Z

at edges, and we take the value of the filter response as an edge confidence map C. Then, we

perform non-maximal suppression per EPI. To suppress false response in regions of uniform color,

we modulate edge response by the standard deviation of a 3 ⇥ 3 window around each pixel in the

original EPI [50]. As seen in Figure 4.1, our final C map has clean intersections and straight edges.

Our approach is summarized in Algorithm 1.

4.1.2 Line Fitting

To create a parametric line set L, we form lines li from each pixel in C in confidence order, with

line slopes from Z. As we add lines, any pixels in C which lie within an �-pixel perpendicular

distance of the line li are discarded. � determines the minimum feature size that our algorithm can

detect. In all our experiments, we set � = 0.2h. We proceed until we have considered all pixels in

C. For efficiency, we detect edges and form line sets in a parallel computation per EPI.
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Figure 4.1: Our method can detect edge intersections more accurately than the Canny or Compass methods.
These intersections provide valuable occlusion information.

4.1.3 Outlier Rejection

We wish to exploit information from across the spatio-angular light field. As such, we defer outlier

rejection until after we have discovered L for each EPI in each horizontal view, and then project

all discovered lines into the central view. Given this, we wish to keep both (a) high confidence

lines, and (b) low confidence lines which have similar spatio-angular neighbors, and reject faint

lines caused by noise.

Given a line li 2 L with confidence ci and disparity zi, we count the number of lines within a

p⇥ q pixel spatial neighborhood N (li), and weight this number by the confidence ci:

A(li) = {lk 2 N (li) | zk = zi}. (4.1)

Then, we discard a line li 2 L if:
ci|A(li)|

pq
< ⌧, (4.2)

where p and q are 1/15th of the width and height of the light field, and ⌧ = 8⇥10
�5. This is similar

to Canny’s use of a double threshold to robustly estimate strong edges: strong lines must have a

confidence greater than ⌧pq, and weak lines must have ⌧pq/ci neighbors at the same disparity.
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Figure 4.2: EPI edges provide both the location and disparity labels of a sparse point set P . Thus, the first
stage of multi-view edge estimation consists of EPI edge detection and line fitting. In the second stage, we
compare the direction of each EPI line with underlying image gradients to remove noisy labels and points
that are occluded in the central view. Finally, we improve the disparity estimates of the sparse set through an
entropy-based random search.

4.1.4 Spatial Multi-scale Processing

To detect broader lines and improve consistency between neighboring EPIs, we compute coarse-to-

fine edge confidence across a multi-scale pyramid with 2⇥ scaling in the spatial dimensions only.

At each scale and after the outlier removal processes, we double the x location of detected lines

intercepts, and repeat each line twice along u. We replace any lines in a coarser scale which are

close to lines in a finer scale. That is, we replace a coarse line only if both its end points are within

� pixels of the fine line. Thus, broader spatial lines not detected at a finer scale are still kept. With

this we have a line set L for each EPI of the central horizontal and vertical views of our light field.

4.1.5 Line Refinement

We propose several additional refinement steps to the core edge detector described above. These

provide greater accuracy, and a continuous depth range for the detected edge labels.

Noise & Occlusion Filtering

The above process, while fast, may fail to remove all false-positives. To filter these out we use a

gradient-based alignment scheme: each line l 2 L is sampled at n locations to generate the set of

samples Sl = {(xi, yi)}. The line l is considered a false-positive if the local image gradient of I

does not align with the line direction at a minimum k number of samples:

X

s2Sl

✓
rI(s)(rl)T

krI(s)kkrlk
> cos(⌧f )

◆
< k, (4.3)

where (·) is the indicator function that counts the set of aligned samples,rI is the first-order image

gradient approximated using a 3⇥3 Sobel filter, andrl is perpendicular to the line. The parameters
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⌧f and k are constants with ⌧f = ⇡/13 and k = (EPI height)/c, with 1  c  EPI height. To

determine the constant value c, we consider two factors: 1) the accuracy of EPI line fitting, and

2) the expected minimum number of views a point is visible in. In the case of perfect alignment

between the line and EPI gradients, c = 1. This means that a line with even a single misaligned

sample is rejected. However, if a point is occluded in some views, the corresponding EPI line will be

hidden and misalignment of samples in those views is inevitable. If we set c = 1 we risk discarding

such lines. We determine empirically that c = 4 provides good results across the synthetic and real

world scenes, and across the narrow and wider baseline light fields that we evaluate on.

The parametric definition of EPI lines does not carry any visibility information for a point across

light field views. We determine visibility v(l) of a point l 2 L in the central view as:

v(l) =

✓
rI(sc)(rl)T

krI(sc)kkrlk
> cos(⌧v)

◆
, (4.4)

where sc is the EPI sample corresponding to the central view and ⌧v = ⇡/10.

Entropy-based Disparity Refinement.

Notice that the number of discrete disparity values of points in L is bounded by the number of

large Prewitt filters used for EPI line fitting. Computational efficiency considerations prevent this

number from becoming too large. Moreover, numerical precision and sampling errors result in the

granularity of depth estimates plateauing beyond a certain number of filters. Thus, to enable the

calculation of sub-pixel disparity values we fine-tune the initial estimates through random search

and filtering. Let Lc = {l 2 L | v(l) = 1}. Then for each l 2 Lc and image samples Sl = {(xi, yi)}

on the line we minimize the energy function defined by the entropy of normalized intensity values:

E(l) =

X

s2Sl

�P (I(s)) log2(P (I(s))), (4.5)

where I(s) is the intensity value at s and P (s) is estimated from a histogram.

We minimize E(l) by performing a random search in the 2D parameter space defined by the

x-intercepts of l on the top and bottom edge of the EPI, l = (xt, xb): at the jth iteration of the

search we generate uniform random numbers (ot, ob) ⇠ U(�1, 1)(↵t
j
), to generate a proposal

lj = (xt+ ot, xb+ ob) (Fig. 4.2). This is accepted with probability one if E(lj) < E(lj�1). We use

t = 0.88, ↵ = 0.15 and run the search for a maximum of 10 iterations.

The resulting disparity estimates are then refined by joint filtering in the spatial, disparity, and

LAB color space. Let P represent the spatial projection of Lc into the central view, and let ps, pd,

and pc be the spatial position, disparity, and color of a point p 2 P . The filtered disparity estimate
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f(pd) is calculated via a spatial neighborhood S around p:

f(pd) =
1

W

X

q2S
N�s(kps � qsk)N�d(pd � qd)N�c(kpc � qck)pd,

where the normalization factor W is given by

W =

X

q2S
N�s(kps � qsk)N�d(pd � qd)N�c(kpc � qck). (4.6)

In theory, the parameters �c = and �d = depend on the scene content and the maximum disparity.

In practice, however, the maximum disparity is usually bounded and the color gradient character-

istics of most real-world scenes are fairly uniform. Thus, we found that the combination �s = 10,

�d = 0.1 and �c = 0.5 works for all scenes in our experiments.

4.2 Surface Vectors

At each depth edge, a surface vector indicates the direction of the occluding surface. This infor-

mation is required since multi-view edges by themselves do not encode sufficient information to

uniquely reconstruct a scene. As shown in Figure 4.3(a), two different scene configurations may

generate a similar EPI and, thus, similar multi-view edge parameters. The problem is exacerbated

by the fact that in practice we don’t even know the location of the discontinuity — that is, the edge

— precisely in pixels when using Prewitt filters: Figure 4.3(b) shows that a Prewitt filter convolved

with a set of pixels representing an edge will generate a non-zero activation along two columns of

pixels. Using a model without surface vector parameters results in significant errors around edges

when using the smooth reconstruction method of Chapter 6 (supplemental Fig. B.1).

However, retrieving the direction of occlusion as the surface vector is a difficult task: determin-

ing it requires us to know the depth at pixels around each label, but we only have a sparse set of

labeled points at edges. Holynski and Kopf [34] deal with this by assuming that sparse labels do

not lie on depth edges so that neighboring pixels have a similar label. Yucer et al. [122] handle

labels on depth edges, but their method is designed for light fields with a large number (⇡3000+) of

views. Our novel contribution is that we determine surface direction from other sparse labels within

context. We present two methods for doing this. The first poses the problem as an EPI segmentation

problem and generates a surface vector upto a 90 degree accuracy (that is, left/right or up/down).

The second method uses a bidirectional ‘backward-forward’ diffusion process to generate a surface

vector parallel to the image gradient.
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Figure 4.3: Sparse labels at edges are difficult to propagate because the edge is weakly localized at the
boundary of two projected surfaces. As a result, labels may be assigned to the incorrect side of a depth
boundary. (a) Two different scene configurations captured with cameras C1 and C2 may generate similar
EPIs. The EPI edge represents the boundary of the occluding surface. For C1 this is the surface on the
left (black); for C2 it is on the right (blue). (b) The direction from which occlusion happens cannot be
disambiguated from edge activations alone, leading to incorrect label placement.

4.2.1 Occlusion-aware EPI Segmentation

Given a set of lines L, we wish to match lines into pairs to de-

fine an EPI segmentation. One simple approach is to match ev-

ery line twice: once each to its left and right neighbors. How-

ever, as per the inset diagram, this fails when lines intersect

at occlusions as it produces an under-constrained problem in

which segment order cannot be uniquely determined.

We solve it by considering a small region around the point of intersection in the edge image E,

which allows us to constrain the occlusion direction and determine the correct matching (Fig. 4.4b).

The occlusion direction is given by the side of the foreground line in which the background line is

visible. The foreground line is determined by the relative slope of the two lines.

The sequence of steps to narrow down the potential matches for each line is shown in Figure 4.4.

Once we have omitted line pairings which violate the occlusion order, we pose line matching as a

two-step maximum value bipartite matching problem on a complete bipartite graph G(L,L, E)

and solve it using Dulmage-Mendelsohn decomposition. First, we match only intersecting lines to

resolve occlusions. Then all remaining lines are matched. We compute line distance as:

Distance(li, lk) = (!d|ti � tk � bi + bk|+ (1� !d)|ti + bi � tk � bk|)
�1

, (4.7)

where ti and bi are the line intercepts li at the top and bottom of the EPI image. !d is a constant

which determines the relative importance of disparity similarity over spatial proximity of lines.
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(a) Two intersecting line segments represent an occlusion in the light field. The
occluding line, shown in color, makes a larger angle with the x-axis. The arrows
represent the direction opposite to the one in which occlusion occurs.

(b) The direction of occlusion can be found by considering a small region of the
edge image around the point of intersection. The side of the foreground line on
which the background line is visible defines the direction of occlusion.

(c) An occluding line can only match with other lines in the matching direction.
However, it can not match with any line that lies beyond other occluding lines.

(d) A background line can match twice: once each to its left and right.

Figure 4.4: Illustrating the rules which govern line coupling.

Finally, to prevent forming large superpixels in uniform regions, we recursively split any seg-

ment that has a width larger than 15 pixels by adding new lines. To regularize segments across the

vertical and horizontal EPI directions—especially in textureless regions—the slope of new lines is

always set to match the disparity of the vertical segment covering that spatial region.

The full EPI segmentation procedure is described in Algorithm 2. Figure 4.5 shows an example

EPI result after the computations of Sections 4.1 and 4.2.1.

4.2.2 Bidirectional Diffusion

As all potential occlusion edges are also depth edges, one way to determine occluding surface,

or diffusion, direction is by distinguishing depth and texture edges. Yucer et al. [122] do this by

comparing the variation in texture on both sides of an edge as the view changes: the background
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 4.5: From top to bottom: (a) Input EPI. (b) Edge confidence map C from Sec. 4.1. (c) Parametric
lines L fit to C. As we do not threshold, faint edge lines are visible along with some outliers. (d) Outliers
are robustly removed via spatial neighbor statistics, depth, and edge confidence weights. Note: remaining
overlapping lines represent occlusions. (e) & (f) Line pairs are matched in an occlusion-aware manner to form
angular segments. Note: The EPIs have been stretched vertically for viewing; input is 9 views.

seen around a depth edge will change more rapidly than the foreground, leading to a larger variation

in texture along one side of the edge. The correct diffusion direction is to the side with lower

variation. This method works for light fields with thousands of views (3000+ images), but proves

ineffective on datasets that are captured using a lenslet array or camera rig (Fig. 6.3). This is because

the assumption fails to hold in cases where 1) the background lacks texture, and 2) the light field has

a small baseline with relatively few views, as is common for handheld cameras. Here, occlusion is

minimal and intensity variation is caused more by sensor noise than by background texture variation.

Our proposed solution to the depth edge identification problem works for light fields with few

views (e.g., 7⇥7 from a Lytro). We use S[A] to represent the image created by splatting sparse

points in a set A onto a w ⇥ h raster grid, and D to be a dense w ⇥ h disparity map. Diffusion is

formulated as a constrained quadratic optimization problem:

D̂[A] = argmin
D

X

p2A
Ed(p) +

X

(p,q)2S

Es(p, q), (4.8)

where D̂[A] is the optimal disparity map given the sparsely labeled image S[A] and S is the set of

all four-connected neighbors in D. The data term Ed(p) and smoothness term Es(p, q) are:

Ed(p) = �d(p)
��S[A](p)�D(p)

��, and Es(p, q) = �s(p)
��D(p)�D(q)

��, (4.9)

with �d(·) and �s(·) being the spatially-varying data and smoothness weights.
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Figure 4.6: (a) Given an edge point p with image gradient rI(p) and depth label pd we would like to
determine which side of the edge to propagate pd. We generate images D̂[Pf ] (b), and D̂[Pb] (c) by solving
a Poisson optimization problem with diffusion direction p+rI(p) and p�rI(p) respectively. The correct
diffusion direction (b) generates an intensity profile resembling a step function. In the example shown, pd
corresponds to the surface on the right of the edge as p+rI(p) generates a profile more closely resembling
a step function.

Equation (4.8) represents a standard Poisson problem, and we solve it using an implementation

of the LAHBPCG solver [100] by posing the constraints in the gradient domain [8]. We begin by

defining two sets formed from opposite offset directions rI(p) and �rI(p):

Pf = {p+rI(p) 8 p 2 P}, and Pb = {p�rI(p) 8 p 2 P}, (4.10)

whererI(p) is the gradient of the central light field view at point p. Then, we solve Equation (4.8)

for both offset directions D̂[Pf ] and D̂[Pb] using data and smoothness weights:

�d(p) =

(
10

6 if p 2 A,

0 otherwise,
and �s(p) =

1

krI(p)k+ ✏
. (4.11)

Given both solutions, we compare the normalized depth profile around each point p 2 P along

rI(p) in D̂[Pf ] and D̂[Pb]. Figure 4.6 shows that the profile for the correct offset direction (rI(p)

or �rI(p)) more closely resembles a step function around p due to a strong depth gradient. This

is because neighboring points in the correct offset direction will have a disparity value similar to p.

The high data term together with the global smoothness constraint results in a small gradient around

p when the incorrect offset pushes it to the wrong side of the edge. We estimate the profile around

p in D̂[Pf ] and D̂[Pb] by convolving the normalized value of a set Np of pixels around p with the

step filter F = [�1 �1 1 1].

4.3 Depth Edge Confidence

The bi-directional diffusion process descried above also allows us to identify the final parameter of

our multi-view edge model, depth edge confidence. This is given by the mean gradient at each pixel

across the backward-forward pass (Figure 4.7). Texture edge gradient remains low in both passes.
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Figure 4.7: Estimated depth edge confidence �s.

For depth edges, the gradient is higher in one pass. For depth edges that are not meant to be sharp,

the change in depth around that region from the bi-directional solve is small, and picking either

offset leads to low error.
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Algorithm 2: EPI line segment matching.
SegmentEPI (L)

Input: L: An ordered list of line segments bounded
by the top and bottom edges of EPI I .

Output: A set M 2 L⇥ L of line couplings.

Create the complete bipartite graph G = (L,L, Ef ) for matching all occluding lines ;
S  OccludingLines(L) ;
foreach e = (li, lj) 2 Ef do

if li /2 S and lj /2 S then
w(e) �1 ;

else if lj does not lie to the left of li then
w(e) �1 ;

else if 9k 2 S to the left of li |

Distance(li, k) < Distance(li, lj) then
w(e) �1 ;

else
w(e) Distance(li, lj) ;

end
end
A MaxBipartiteMatching(G) ;
U  {l 2 L | (9k)[k 2 L ^ (l, k) 2 A]} ;
V  {k 2 L | (9l)[l 2 L ^ (l, k) 2 A]} ;
Create the complete bipartite graph H = (L \ U,L \ V,E) for matching all other lines;
foreach e = (lj , lk) 2 E do

if lk does not lie to the left of lj then
w(e) �1 ;

else
w(e) Distance(lj , lk)

end
end
B  MaxBipartiteMatching(H) ;
return A [B

end



Chapter 5

Piece-wise Constant Reconstruction via
View-consistent 4D Superpixels

This chapter presents the first of our two reconstruction methods that allow us to invert our multi-

view edge encoding. This method shows that the view-consistency and occlusion edge accuracy

criteria for completeness (Section 1.3) can be satisfied by using only a subset of our model parame-

ters, and so the reconstruction method does not utilize occlusion edge confidence. We observe that

a piece-wise constant depth reconstruction suffices to satisfy the two criteria. Thus, we pose the

reconstruction task as a view-consistent light field superpixel segmentation problem.

Superpixel segmentation attempts to simplify a 2D image into small regions. Desirable super-

pixel qualities vary between applications [98], but generally we wish for them to be accurate, i.e..,

to adhere to image edges; to otherwise be compact in shape, and to be efficient to compute [97].

In addition to verifying the completeness of our model with respect to view consistency and

occlusion accuracy, light field superpixels have broader utility for computer vision tasks. Processing

light fields is computationally hard due to the large number of pixels, but many of these pixels are

similar because the view change is small. As such, we have much to gain from simplifying light

field images into superpixels. We wish the superpixels to be view consistent, e.g., they do not drift,

swim, or flicker as the view changes, and we wish superpixels to include all similar pixels across

views such that they respect occlusions. This is particularly important for applications which use

every light field view, such as editing a light field photograph for output to a light field display [103].

It is difficult to achieve the four properties of accuracy, compactness, efficiency, and view con-

sistency. Existing approaches often propagate superpixel labels into other views via a central-view

disparity map. However, this can cause inconsistency for regions occluded in the central view, e.g.,

the light field superpixel (LFSP) method [127] does not always maintain view consistency. Per-view

25
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Figure 5.1: Light field superpixel comparison for the central view. Top left: Input scene. Top right: Our
method. Bottom left: k-means on (x, y, d, L⇤, a⇤, b⇤) with disparity maps computed by Wang et al. [107, 108].
Bottom right: LFSP [127] computed with Wang et al. disparity map.

disparity maps may help, but this can be difficult for small occluded regions in non-central views.

We propose a method for accurate and view-consistent superpixel segmentation on 4D light

fields which implicitly computes disparity per view and explicitly handles occlusion (Fig. 5.2).

First, we robustly segment horizontal and vertical epipolar plane images (EPIs) of the 4D light

field. This provides view consistency in an occlusion-aware way by explicit line estimation, depth

ordering, and bipartite graph matching. Then, we combine the angular segmentations in horizontal

and vertical EPIs via a view-consistent clustering step. Qualitative results (Fig. 5.1) show that this

reduces flickering from inconsistent boundary shapes when compared to the state-of-the-art LFSP

approach [127], and quantitative metrics reflect these findings.

5.1 View-consistent Superpixel Segmentation

Given a 4D light field LF (x, y, u, v), we define the central horizontal row of views H = LF (x, y, u, vc)

and central vertical column of views V = LF (x, y, uc, v). Each view I 2 H contains a set of EPIs

Ei(x, u) = I(x, yi, u), with corresponding I 2 V containing Ej(y, v) = I(xj , y, v).

With a Lambertian reflectance assumption, a 3D scene point corresponds to a straight line l in
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Figure 5.2: Overview of our algorithm. Step 1: We find lines within EPIs extracted from the central horizontal
and vertical views of a 4D light field. Step 2: Then, we use an occlusion-aware bipartite patching to pair these
lines into regions with explicit depth ordering. Step 3: We cluster these segments and propagate labels into a
view-consistent superpixel segmentation.
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Figure 5.3: Vertical and horizontal view-consistent segments are clustered in the central light field view
to obtain spatio-angularly consistent labels. Pixel labels which are not consistent across the vertical and
horizontal segmentations are recalculated in the label propagation step.

an EPI, where the depth of the point determines the slope of the line. By extension, a region of

neighboring 3D surface points with similar depth and visual appearance is topologically bound in

each EPI by a set L̂ of two lines (l1, l2) on the boundary of R. Either one or both of l1 and l
2 may

be occluded in any particular Ei. Our goal is to identify the boundaries L̂ = {(l
1
, l

2
)} for all visible

regions {R} across all EPIs in an accurate, occlusion-aware, and spatio-angularly-consistent way

and as efficiently as possible.

Our superpixel algorithm merges the multi-view edges and the surface vectors represented as

occlusion-aware EPI regions (Section 4.2.1) into a consistent segmentation via a segment clustering,

which uses the estimated disparity of the edges to regularize the process. Remaining unlabeled off-

central-directions occluded pixels are labeled via a simple propagation step.

5.1.1 Spatio-angular Segmentation via Clustering

We combine the occlusion-aware segmentation per EPI of Section 4.2.1 across different EPIs to get

correspondence between the horizontal and vertical EPI segments. We achieve this by clustering the

segments in the central view of the light field using k-means in (x, y, d, L
⇤
, a

⇤
, b

⇤
) space (Fig. 5.3).
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This clustering approach with disparity d might seems similar to methods which exploit a cen-

tral depth map for propagation, like LFSP [127]. However, our method is view consistent: our

EPI segment-based computation allows us to estimate d for every light field view, including those

segments occluded from the central view. These are all considered within the clustering.

For each segment, we compute the average pixel value in the CIELAB color space: L⇤
, a

⇤
, b

⇤.

We define the disparity d from the larger (deeper) slope of the two segment lines. For segments

in horizontal EPIs, y equals the EPI index and we determine x to be the midpoint of the segment

lines in the central view. For vertical EPIs, we reverse this relation. The number of clusters is

user specified and determines superpixel size. We seed clusters at uniformly-distributed spatial

locations [1], and assign x, y, d, L
⇤
, a

⇤
, b

⇤ from the segment center closest in image space.

Within the feature vector, x, y have weight 1 and L
⇤
, a

⇤
, b

⇤ have weight 3. We normalize d

given our current scene estimates then weight it by 120. This larger weight helps the method not to

cluster across occlusions, which usually have different disparities.

Clustering within the central view allows us to correspond and jointly label the horizontal and

vertical EPI segments, and to provide spatial coherence. However, the boundaries from these two

EPI segmentations do not always align. Thus, after projecting these segments into all light field

views, we discard labels for pixels where the two segmentations disagree.

Label Propagation

At this point, our only unlabeled pixels are those either occluded from or in disagreement between

both central sets of views in the vertical and horizontal directions. We note that 1) the set U of

unlabeled pixels is sparse even within a local neighborhood; and that 2) at this stage, we know the

disparity of each labeled pixel in the light field. As such, we minimize a cost with color, spatial, and

disparity terms to label the remaining pixels.

Given an unlabeled pixel (x, y) 2 U in light field view Iu,v, let L̂(x, y) define the set of labeled

pixels in a spatial neighborhood around (x, y). For every pixel (p, q) 2 L̂(x, y), let `(p, q) denote

its label, and d(p, q) its disparity. Moreover, let Is,r(·, ·) represent the color of any pixel, labeled or

unlabeled, in light field view Is,r. We define the cost of assigning (x, y) label `(p, q) as:

E(x,y)(`(p, q)) = !c (Iu,v(x, y)� Iu,v(p, q))
2
+ !s

�
(x� p)

2
+ (y � q)

2
�

+!d

 
X

s

X

r

Iu,v(x, y)� Is,r(x+ d(p, q), y + d(p, q))

!
.

(5.1)

We set weights empirically: wc = 1, ws = 1, wd = 1e
�5.

Label assignment total cost is E =
P

(x,y)2U E(x,y). We efficiently compute this by minimiz-

ing E(x,y) per pixel. Along with finding `(x, y), we set d(x, y) equal to d(argminE(x,y)), which
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allows us to project newly-assigned labels to any unlabeled pixels in other views. In practice, this

strategy only requires minimization over the central row and column of light field views, with the

few remaining pixels in off-center views after projection labeled by nearest neighbor assignment.

5.2 Experiments

5.2.1 Datasets

We use synthetic light fields with both ground truth disparity maps and semantic segmentation

maps. From the HCI Light Field Benchmark Dataset [112], we use the four scenes with ground

truth: papillon, buddha, horses, and still life. Each light field image has 9⇥9 views of 768⇥768

pixels, except horses with 1024⇥576 pixels. For real-world scenes, we use the EPFL MMSPG

Light-Field Image Dataset [80]. These images were captured with a Lytro Illum camera (15⇥15 at

434⇥625). Please refer to our supplementary materials for more results.

5.2.2 Baselines

We compare to the state-of-the-art LFSP (light field superpixel segmentation) approach of Zhu et

al. [127]. This method takes as input a disparity map for the central light field view. We apply

their method on the disparity estimates from Wang et al. [107, 108] as originally used in the Zhu

et al. paper, and on ground truth disparity. Comparing these two results shows the errors which are

introduced from inaccurate disparity estimation.

We also compute a k-means clustering baseline, which is similar in spirit to RGBD superpixel

methods like DASP [115] methods. Given a disparity map for the central light field view, we convert

the input images to CIELAB color space and form a vector f = (x, y, d, L
⇤
, a

⇤
, b

⇤
) for each pixel in

the central view of the light field. Then, from uniformly-distributed seed locations, we cluster using

the desired number of output superpixels, and project these labels into other views. For any pixels

in non-central views which remain unlabelled, we assign the label of the nearest neighbor based on

f = (x, y, L
⇤
, a

⇤
, b

⇤
). We use the same weight for each feature as in our method. For LFSP, we

compute results with ground truth disparity, and also with the method of Wang et al. [107, 108].

5.2.3 Metrics

We use two view-consistency-specific metrics: self similarity error [127] and number of labels per

pixel; explained below. We also use three familiar 2D boundary metrics: achievable accuracy,

boundary recall, and undersegmentation error. Achievable accuracy, self similarity, and number of
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labels per pixel describe overall accuracy and consistency across views. Boundary recall and under-

segmentation error describe characteristics of over segmentation [72]. As a measure of superpixel

shape, we use the compactness metric from Schick et al. [88]. We compute each metric across

average superpixel sizes of 15–40 square (225–1600 pixels each).

Achievable Segmentation Accuracy Given a ground-truth object-level segmentation map, this

metric measures the achievable accuracy possible by the oversegmentation, e.g., in a later interactive

object selection stage. To compute the metric, we assign labels to superpixels according to the

ground truth object labels from the synthetic HCI dataset [112]. The label which maximizes overlap

with a superpixel across views is the assigned label.

Boundary Recall Given a ground truth boundary image G and an algorithm’s boundary image B,

we compute the fraction R of ground truth edges that fall within a certain distance d of at least one

superpixel boundary [72]. We use d = 2 chessboard distance. True Positives (TP) is the number of

boundary pixels in G for whose exist a boundary pixel in B in range d; False Negative (FN) is the

number of boundary pixels which do not fall within this range. Boundary recall is:

R =
TP

TP + FN
. (5.2)

Intuitively, the higher the boundary recall, the better the superpixels adhere to object boundaries.

However, using this alone favors long segment boundaries. Thus, we plot the metric with different

superpixels sizes and use it with the undersegmentation error for more considered evaluation.

Undersegmentation Error A segment S in the ground truth segmentation image G divides a

superpixel P into an in and an out part. The undersegmentation error compares segment areas

and provides the percentage of superpixels which overlap ground-truth segment borders. Various

implementations of the undersegmentation error metric exist; we adopt the formulation of Neubert et

al. [72] which does not penalize large superpixels with a small overlap with a ground truth segment:

UE =
1

NS

X

S2G

P
P :P\S 6=?min(|Pin|, |Pout|)

|S|
. (5.3)

The inner sum is the error introduced by this specific combination of ground truth segment and

superpixel, depending on their overlap.

Compactness The compactness metric provides a measure of superpixel boundary curvature. We

use Schick et al.’s [88] definition of compactness as:



31

(a) View consistency: Self-similarity error and number of labels per pixel. (b) Shape quality: Compactness.

(c) Boundary accuracy: Achievable segmentation accuracy, boundary recall, and undersegmentation error.

Figure 5.4: Quantitative evaluation metrics for light field oversegmentation.

C(S) =

X

S2S

4⇡AS |S|

|I|L
2
S

, (5.4)

where S is the set of superpixels, |I| is the size of a single light field view, and AS and LS are the

area and perimeter of superpixel S, respectively. We compute the median superpixel compactness

per light field for a fixed superpixel size of 20, then average across the HCI dataset.

Self Similarity Error As defined in Zhu et al. [127], we project the center of superpixels from

each view into the center view, and compute the average deviation versus ground truth disparity.

Smaller errors indicate better consistency across views.

Number of Labels Per View-dependent Pixel We compute the mean number of labels per pixel

in the central view as projected into all other views via the ground truth disparity map. This gives

a sense of the number of inconsistent views on average (cf. HCI dataset with 81 input views). For

ease of computation, we discard pixels which are occluded in the central view.
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5.2.4 Results

Figure 5.4 shows all metrics averaged over all four scenes; our supplementary material includes

per-scene metrics. For qualitative results, please see our supplemental video.

View Consistency Our method outperforms both LFSP and the k-means baselines using estimated

disparity maps (Fig. 5.4a). These findings are reflected in qualitative evaluation where we reduce

view inconsistencies such as flickering from superpixel shape change over views (Fig. 5.5). Using

ground truth disparity maps, our method outperforms LFPS on both metrics, but only outperforms

k-means on self similarity error: k-means with ground truth disparity produces fewer numbers

of labels per pixel than our method. As a reference for interpretation, the small baselines cause

occlusion in ⇠3–5% of light field pixels.

Figure 5.9 shows the average number of labels per pixel metric as a heatmap for the central

view, where blue is low (good view consistency) and red is high (bad view consistency). We see

that most errors occur at edges; that LFSP has more inconsistency around edges; and that k-means

is sometimes sensitive to high-frequency pattern textures.

While this could be alleviated with clustering feature weight parameter tuning, we note that our

method does not suffer this issue even though it uses the same component weight parameters as

our k-means baseline. This is because we cluster on the EPI segments of Section 4.2.1, rather than

individual pixels. Our method, effectively, performs a per-scanline segmentation before clustering.

Achievable Accuracy, Boundary Recall, and Undersegmentation Error Our method outper-

forms LFSP for all three metrics on both estimated and ground truth disparity for all superpixel

sizes (Fig. 5.4c). For smaller superpixel sizes (15–25), we are competitive in accuracy and under-

segmentation error with k-means using ground truth disparity; at larger sizes k-means is better. Our

method recalls fewer boundaries than k-means: we occasionally miss an edge section during step

1, which defers these regions to our less robust final propagation step for unlabeled pixels instead.

However, k-means can create very small regions (Fig. 5.5) which are broadly undesirable.

Figure 5.8 shows a visualization of achievable accuracy via the ground truth semantic-level

segmentation maps provided in the HCI dataset. Red is where a superpixel crosses a ground-truth

boundary. Generally, our approach performs better than LFSP and comparably to k-means.

Compactness Our method is competitive with LFSP at smaller superpixel sizes (15–25), and

better at larger sizes (Fig. 5.4b). The k-means baseline generates the least compact superpixels,

even with ground truth disparity. This shape freedom, however, helps it recall more boundaries.
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Computation Time We use an Intel i7-5930 6-core CPU and MATLAB for our implementation.

We report times on the 9⇥ 9 view light fields with images of 768⇥ 768 pixels. Disparity map com-

putation for Wang et al. takes ⇠8 minutes, which is a pre-process to both the k-means baseline and

LFSP. LFSP itself takes ⇠2 minutes, with k-means taking ⇠2.5 minutes. Our approach implicitly

computes a disparity map and takes ⇠3.3 minutes total.

5.3 Discussion and Limitations

Our approach attempts to compute a view-consistent superpixel segmentation and produces compet-

itive results; however, some issues still remain as not every pixel in the light field is view consistent.

First, our occlusion-aware EPI segmentation is explicitly enforced by matching rules; however, the

clustering step in Section 5.1.1 does not explicitly handle occlusion—this is only softly considered

within the clustering by a high disparity weight. Further, for efficiency, we rely on only the central

horizontal and vertical views. When segment boundary estimates do not align between these two

sources, or when pixels are occluded from both of these sets of views, we rely on our less robust la-

bel propagation (Section 5.1.1) which is not occlusion aware and uses no explicit spatial smoothing,

e.g., via a more expensive pairwise optimization scheme. Both these issues can cause minor label

‘speckling’ at superpixel boundaries.

While a valued resource for its labels, the HCI dataset [112] has minor artifacts in its ground

truth disparity, such as jagged artifacts on the wooden plank in the ‘buddha’ scene. It is no longer

supported and a replacement exists [35]; however, this does not include object segmentation labels

for non-central views, which makes evaluating view consistency with it difficult.

Our Lambertian assumption makes it difficult to handle specular objects: view-dependent effects

break the assumption that a 3D scene point maps to a line in EPI space, e.g., in the HCI dataset

‘horses’ scene where all methods have trouble. Further, as the normalized ratio of area to perimeter,

compactness is only a measure of average shape across the superpixel, and sometimes our superpixel

boundaries have higher curvature than LFSP.

5.4 Summary

We presented the first of our reconstruction methods for decoding our multi-view edge model. Our

method generates piece-wise constant depth by posing reconstruction as 4D light field superpixel

segmentation. It outperforms LFSP [127] on view consistency and boundary accuracy metrics,

and achieves similar superpixel compactness. It also outperforms a depth-based k-means clustering

baseline on view consistency and compactness, and is competitive in boundary accuracy measures.
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Figure 5.5: Superpixel segmentation boundaries and view consistency for the k-means baseline, LFSP [127],
and our method. Disparity maps for LFSP and k-means were calculated using the algorithm of Wang et
al. [107, 108]. We highlight superpixels which either change shape or vanish completely across views. Our
superpixels tend to remain more consistent over view space, which can be easily seen as reduced flickering in
our supplementary video. Note: Small solid white/black regions appear when superpixels are enveloped by
the boundary rendering width. k-means tends to have more of these regions which helps it increase boundary
recall, but this behavior is not useful for a superpixel segmentation method.
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Figure 5.6: Superpixel segmentation boundaries and view consistency for the k-means baseline, LFSP [127],
and our method. Disparity maps for LFSP and k-means were calculated using the algorithm of Wang et
al. [107, 108]. We include six light fields from the EPFL Lytro light field dataset [80], with three more in
Figure 5.7. Our superpixels tend to remain more consistent over view space, which can be easily seen as
reduced flickering in our supplementary video. Note: Small solid white regions appear when superpixels
are enveloped by the boundary rendering width. k-means tends to have more of these regions which helps it
increase boundary recall, but this behavior is not useful for a superpixel segmentation method.
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Figure 5.7: Superpixel segmentation boundaries and view consistency for the k-means baseline, LFSP [127],
and our method. Disparity maps for LFSP and k-means were calculated using the algorithm of Wang et
al. [107, 108]. We include six light fields from the EPFL Lytro light field dataset [80], with three more in
Figure 5.6. Our superpixels tend to remain more consistent over view space, which can be easily seen as
reduced flickering in our supplementary video. Note: Small solid white regions appear when superpixels
are enveloped by the boundary rendering width. k-means tends to have more of these regions which helps it
increase boundary recall, but this behavior is not useful for a superpixel segmentation method.



37

Figure 5.8: A visualization of the achievable segmentation accuracy in the central light field view. Red
regions are superpixel sections which cross ground truth object segmentation boundaries. All other colors
denote object labels.
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Figure 5.9: Average number of labels per pixel metric, shown as a heatmap for the central view where blue is
low (good view consistency) and red is high (bad view consistency). From left to right, the images are: input,
k-means, LFSP, and our result. Both k-means and LFSP use the Wang et al. generated depth map. We can
see that most errors occur at edges; that LFSP has more edge inconsistency; and that k-means is sometimes
sensitive to high-frequency pattern textures.



Chapter 6

Smooth 4D Reconstruction via Angular
Diffusion

This chapter presents the second of our reconstruction methods which utilizes the full model de-

scribed in Chapter 4. We demonstrate the advantage of the surface vector for smooth and, thus,

more accurate reconstructions. By showing that our edge model encodes all relevant information

required for generating accurate and view-consistent depth reconstructions with strong occlusion

edges, we establish the completeness of our model.

In addition to validating the completeness of our multi-view edge model, the reconstruction

method, when paired with the encoding scheme, may be used for light field depth estimation.

Light field depth estimation is a difficult problem. Oftentimes, state-of-the-art methods strive for

geometric accuracy without always considering occlusion edges, which are especially important

for handling visibility in computational photography applications. Moreover, light fields allows

high-quality depth estimation of fine detail by aggregating disparity information across many sub-

aperture views. This typically results in a depth map for the central view of a light field only.

However, in principle we can estimate depth for every pixel in the light field. Some applications re-

quire this ability, such as when editing a light field photograph when every output view will be seen

on a light field display. Estimating depth reliably for disoccluded regions is difficult because it re-

quires aggregating information from fewer samples. Few existing methods estimate depth for every

light field pixel. These are typically computationally expensive [111, 125] or not strictly occlusion

aware. Further, while the many views allow dense and accurate depth to be derived, the extra angu-

lar dimension carries large data costs that makes most depth estimation algorithms computationally

inefficient [44, 125]. Recent methods have sought to overcome this barrier by learning data-driven

priors with deep learning. Jiang et al. [47, 46] presented the first practical view consistent method

39
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based on deep learning. While this approach can be effective, it requires additional training data,

and may overfit to scenes or capture scenarios [58].

Our multi-view edge encoding and smooth reconstruction method may be considered as a coun-

terpart first principles light field depth estimation method with no learned priors, which produces

comparable or better accuracy and view consistency than the current state of the art while being

2–4⇥ faster. Our method is based around estimating accurate view-consistent disparity at edges,

and then completing an occlusion-aware diffusion process to fill in missing regions. Depth diffu-

sion is a long-standing problem in which it is difficult to ensure both consistency and correctness

in disoccluded regions. Our key contribution is an angular inpainting method that ensures depth

consistency by design, while accounting for the visibility of points in disoccluded regions. In this

way, we avoid the problem of trying to constrain or regularize view consistency after estimating

depth spatially, and so can maintain efficiency.

6.1 Occlusion-aware Depth Diffusion

A naive solution to reconstruct per-view depth from our multi-view edge encoding would be to com-

pute a disparity map for each sub-aperture view separately. However, this is typically challenging

for edge views and is highly inefficient, not only in terms of redundant computation but also due

to the spatial domain constraints or regularization that must be added to ensure that depth maps are

mutually consistent across views. Another simple approach might be to calculate a disparity map

for a single view, and then reproject it into all other views. However, this approach fails to handle

scene points that are not visible in the single source view. Such points cause holes in the case of

disocclusions, or lead to inaccurate disparity estimates when the points lie on an occluding surface.

While most methods try to deal with the former case through inpainting, for instance via diffusion,

the latter scenario is more difficult to deal with as the occluding surface may have a depth label not

seen in the original view. Thus, techniques like diffusion are insufficient on their own to prove or

disprove the completeness of our edge model.

Our proposed method deals with this issue of depth consistency in subviews of light fields via

an occlusion-aware diffusion process. It uses our occlusion-aware multi-view edges which persist

across views as reliable guides for filling any holes in reprojected views. Since the edge depth labels

are not restricted to the source view, we capture any occluding surfaces not visible in the source

view. This avoids the aforementioned problem of unseen depth labels. In addition, by performing

our inpainting step in the angular rather than the spatial domain of the light field, we improve cross

view consistency and occlusion awareness.
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Central View Depth Estimation We begin with our multi-view edge model from Chapter 4. This

includes a sparse set of multi-view edge points P , surface vectors parallel to the image gradient

rI(·), and an occlusion edge confidence. Let Q = {p±rI(p) 8 p 2 P} be the sparse set of points

P offset by the surface vector. We use S[Q] to represent the image created by splatting sparse points

in a set Q onto a w⇥h raster grid, and D to be a dense w⇥h disparity map. Diffusion is formulated

as a constrained quadratic optimization problem:

D̂[Q] = argmin
D

X

p2Q
Ed(p) +

X

(p,q)2S

Es(p, q), (6.1)

where D̂[Q] is the optimal disparity map given the sparsely labeled image S[Q] and S is the set of

all four-connected neighbors in D. The data and smoothness terms are defined as

Ed(p) = �d(p)
��S[Q](p)�D(p)

��, and Es(p, q) = �s(p)
��D(p)�D(q)

��, (6.2)

The data weight �d(p) is defined in terms of the sets Pf = {p + rI(p) 8 p 2 P } and Pb =

{p�rI(p) 8 p 2 P } as

�d(p) = ! exp(a�e(p)) with �e(p) = max
{D̂[Pf ],D̂[Pb]}

kNp ~ Fk. (6.3)

where Np is a set of pixels around p, and F is the step filter [�1 �1 1 1]. The parameters ! and

a are set to 1.5 ⇥ 10
2 and 3, respectively. These values work for all scenes. The smoothness term

�s(p) is provided by the depth edge confidence at every pixel estimated in Section 4.3.

Equation (6.1) represents a standard Poisson problem, and we solve it using an implementation

of the LAHBPCG solver [100] by posing the constraints in the gradient domain as proposed by Bhat

et al. [8]. The result D̂[Q] provides a dense depth estimate for the central view.

Cross-hair View Projection The EPI line-fitting algorithm works on EPIs in the central cross-

hair views—that is, the central row and column of light field images. While it is possible to run it

on other rows and columns, this can become expensive, and the central set is usually sufficient to

detect visible surfaces in the light field [113]. Hence, we project the estimated disparity map from

the center view into all views along the cross-hair. Since gradients at depth edges in the estimated

disparity map are not completely sharp, this leads to some edges being projected onto multiple

pixels in the target view. We deal with this by sharpening the edges of the disparity map before

projection, as in Shih et al. [94], using a weighted median filter [64] with parameters r = 7 and

✏ = 10
�6. Omitting this step causes inaccurate estimates around strong depth edges. The result is

not very sensitive to parameters r and ✏ since most settings will target the error-prone strong edges.
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Figure 6.1: (a) Ground-truth disparity maps for a scene from two different camera positions C1 and C2.
(b) Naively attempting to generate the output of C2 by reprojecting C1 results in large holes, shown here in
green. (c) Our method uses depth edges to guide disparity propagation in such disoccluded regions. The EPIs
corresponding to the highlighted row are shown in (d) and (e). The EPI in (e) constitutes our depth EPI Do.

Angular Inpainting After depth reprojection, we must deal with the two problems highlighted

in the overview: inpainting holes, and accounting for occluding surfaces in off-center sub-aperture

views. We tackle this by using our multi-view edges to guide a dense diffusion process. Moreover,

we ensure view consistency by performing diffusion in EPI space.

The multi-view edges constitute a set L of cross-view edge features (Chapter 4.1) which is

robust to occlusions in a single view as it exists in EPI space. As such, L provides occlusion-aware

sparse depth labels to guide dense diffusion in EPI space. Diffusion in EPI space has the added

advantage of ensuring view consistency.

Let Do represent an angular slice of the disparity maps with values reprojected from the center

view and with propagation guides (Figure 6.1). Again, we formulate diffusion as a constrained

quadratic optimization problem:

D̂ = argmin
D

X

p2D
Ed(p) +

X

(p,q)2S

Es(p, q), (6.4)

where D̂ is the optimal depth labeling of the EPI, and S is the set of four-connected neighboring

pixels. The data Ed(p) and smoothness terms Es(p, q) are defined as:

Ed(p) = �d(p)
��D(p)�Do(p)

��2
2
, (6.5)

Es(p, q) = �s(p, q)
��D(p)�D(q)

��2
2
, (6.6)

We take the weight for the smoothness term from the EPI intensity image I:

�s(p, q) =
c

krI(p)k+ ✏
, (6.7)
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where c = 0.1. We define the weight for the data term as:

�d(p) =

8
>><

>>:

15 if p 2 C,

�e(p) if p 2 L,

0 otherwise,

(6.8)

where �e(p) is the edge-importance weight from Equation 6.3, and C and L are the set of pixels

coming from the reprojected center view disparity map and EPI line guides, respectively.

Equation (6.4) defines the optimal disparity map D̂ as one that minimizes divergence from the

labeled data (Equation. (6.5)) while being as smooth as possible. Equation (6.6) measures smooth-

ness as the similarity between disparities of neighboring pixels. We wish to relax the smoothness

constraint for edges, so smoothness weight is chosen as the inverse of the image gradient (Equa-

tion (6.7)). This allows pixels across edges to have a disparity difference without being penalized.

The data weight (Equation (6.8)) is determined empirically and works for all datasets.

Equation (6.4) is again a standard Poisson optimization problem. We solve this using the Lo-

cally Adaptive Hierarchical Basis Preconditioning Conjugate Gradient (LAHBPCG) solver [100]

by posing the data and smoothness constraints in the gradient domain [8].

Non-cross-hair View Reprojection We now have view-consistent disparity estimates for every

pixel in the central cross-hair of light field views: (uc, ·), and (·, vc). As noted, this set is usually

large enough to cover every visible surface in the scene. Hence, all target views (ui, vi) outside

the cross-hair can be simply computed as the mean of the reprojection of the closest horizontal and

vertical cross-hair view ((uc, vi) and (ui, vc), respectively). The result is a view-consistent, dense

depth reconstruction for each image in the light field.

6.2 Experiments

6.2.1 Datasets

For our evaluation, we used both synthetic and real world light fields with a variety of disparity

ranges. For the synthetic light fields, we used the HCI Light Field Benchmark Dataset [35]. This

dataset consists of a set of four 9 ⇥ 9, 512 ⇥ 512 pixels light fields: Dino, Sideboard, Cotton, and

Boxes. Each has a high-resolution ground-truth disparity map for the central view only.

For real-world light field data, we use the EPFL MMSPG Light-Field Image Dataset [80] and

the New Stanford Light Field Archive [56]. The EPFL light fields are captured with a Lytro Illum

and consist of 15 ⇥ 15 views of 434 ⇥ 625 pixels each. However, as the edge views tend to be

noisy, we only use the central 7 ⇥ 7 views in our experiments. We show results for the Bikes and
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Sphynx scenes. The light fields in the Stanford Archive are captured with a moving camera and

have a larger baseline than the Lytro and synthetic scenes. Each scene consists of 17 ⇥ 17 views

with varying spatial resolution. We use all views from the Lego and Bunny scenes, scaled down to

a spatial resolution of 512⇥ 512 pixels.

6.2.2 Baselines

We compare our reconstruction results to three non-learning-based methods: the defocus and cor-

respondence cues methods by Jeon et al. [44] and Wang et al. [108], and the spinning parallelo-

gram operator of Zhang et al. [125]. We also compare with the learning-based methods of Jiang et

al.. [46], Shi et al.. [93], and Li et al.. [58]. Both Shi et al.and Jiang et al.use the deep-learning-

based Flownet 2.0 [38] network to estimate optical flow between the four corner views of a light

field, then use the result to warp a set of anchor views. In addition, Shi et al. further refine the edges

of their depth maps using a second neural network trained on synthetic light fields. While Shi et

al.’s method generates high-quality depth maps for each sub-aperture view, they do not have any

explicit cross-view consistency constraint. We do not compare to Holynski and Kopf [34]: this uses

COLMAP, which fails on typical skew-projected light field data.

6.2.3 Metrics

We evaluate both the accuracy and consistency of the depth maps. For accuracy, we use the mean-

squared error (MSE) multiplied by a hundred, and the 25th percentile of absolute error (Q25). The

unavailability of ground truth depth maps for the EPFL and Stanford light fields prevents us from

presenting accuracy metrics for those light fields.

To evaluate view consistency, we reproject the depth maps onto a reference view and compute

the variance. Let ⇢0, ⇢1, . . . , ⇢n represent the depth maps for the n light field views warped onto a

target view (u, v). The view consistency at pixel s in view (u, v) is given by:

C(u,v)(s) =
1

n

nX

i=0

(⇢i(s)� µs)
2
, where µs =

1

n

nX

i=0

⇢i(s), (6.9)

and overall light field consistency is given as the mean over all pixels s in the target view S:

C(u,v) =
1

S

SX

s=0

C(u,v)(s). (6.10)

This formulation allows for the consistency to be evaluated quantitatively for both the synthetic and

real world light fields.
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We also compare running time. Our method (excepting the C++ Poisson solver) was imple-

mented in MATLAB, as were the three traditional algorithms and parts of Jiang et al. All networks

were implemented in Tensorflow. All CPU code was run on an AMD Ryzen Threadripper 2950X

16-Core Processor, and GPU code on an NVIDIA GeForce RTX 2080Ti.

6.2.4 Results

Occlusion Edge Accuracy. Qualitatively, our method produces sharper and more accurate occlu-

sion edges than state-of-the-art light field depth estimation methods. In Figure 6.3, we visualize

occlusion boundaries as depth gradients. While the learning-based methods of Shi et al. and Li et

al. generating spurious boundaries in textureless regions, the approach of Yucer et al. [122] fails en-

tirely in the absence of thousands of views. We also evaluate our edges quantitatively on four scenes

from the synthetic HCI Dataset [35] via ground truth disparity maps for the central view (Fig. 6.4

and Tab. 6.1). Although our Q25 error is higher, our method has high boundary-recall precision,

and a lower average mean-squared error than all baselines.

Our method works on 2D slices of a 4D light field. While jointly considering the 4D structure

may improve accuracy, edge detection and diffusion become computationally expensive. In prin-

ciple, the accuracy of our edge detection can be improved by entropy-based refinement of labels

(Sec. 4.1.5) in both vertical and horizontal EPIs. In practice, we found no advantage of doing so.

Diffusion Gradients as Self-supervised Loss. One way to think about bidirectional diffusion

gradients is as a self-supervised loss function for depth edge localization. With this view, we com-

pare its performance to multi-view reprojection error—a commonly used self-supervised loss in

disparity optimization. We use the dense disparity maps D̂[Pf ] and D̂[Pb] to warp all light field

views onto the central view through an occlusion-aware inverse projection. A reprojection error

map is calculated as the mean per-pixel L1 intensity error between the warped views and the central

view. The offset direction at each point p 2 P is then determined based on the disparity map that

minimizes the reprojection error at the pixel location of p. Table 6.2 evaluates the result of calcu-

lating Q = {p±rI(p) 8 p 2 P} based on the reprojection error maps instead of our bidirectional

diffusion gradients. Our method has consistently lower MSE, indicating better edge performance.

This intuition is qualitatively confirmed by supplemental Figure B.7.

Accuracy Table 6.1 presents quantitative results for the central view of all light fields in accuracy

comparisons against ground truth depth. Our method is competitive or better on the MSE metric

against the baseline methods, reducing error on average by 20% across the four light fields. How-

ever, our method produces more erroneous pixels than the baseline methods as given by the Q25



46

Figure 6.2: Occlusion edges in disparity maps. Top: Stanford dataset light field captured with a camera rig.
Bottom: EPFL light field from a Lytro Illum. Left to right: Jeon et al. [44], Zhang et al [125], Jiang et al. [46],
Shi et al. [93], and ours.

Figure 6.3: Visualizing occlusion edges as gradients of disparity maps. Left to right: Shi et al. [93], Li
et al [58], Yucer et al. [122], and ours. Bottom row, red circle: the learning-based methods hallucinate a
strong depth edge on the plow even though it is in contact with the black ground cloth at the same depth
(supplemental Sec. B.5). Yucer et al.’s method fails in the absence of many views.
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Figure 6.4: Average precision-recall curves of depth boundaries for all baseline algorithms (HCI dataset).
Learning-based methods are shown as dotted lines. Our approach consistently outperforms traditional algo-
rithms [44, 108, 125] and the learning-based method of Jiang et al. [46], while outperforming Shi et al. [93]
and Li et al. [58] at medium-to-low recall rates.

error. For baseline techniques to have higher MSE but fewer bad pixels means that they must have

larger outliers. This can be confirmed by looking at the error plots in Figure 6.8.

View Consistency Figure 6.5 presents results for view consistency across all three datasets. The

box plots at the top show that our method has competitive or better view consistency than the

baseline methods. As expected, Shi et al.’s method without an explicit view consistency term has

significantly larger consistency error. At the bottom of the figure, we visualize how this error is

distributed spatially across the views in the light field. Both our method and Jiang et al.’s method

produce relatively even distributions of error across views.

Computational Resources Figure 6.6 presents a scatter plot of runtime versus view consistency

across our three datasets. Our method produces comparable or better consistency at a faster runtime,

being 2–4⇥ faster than Jiang et al.’s methods per view for equivalent error.

Qualitative Figures 6.8 and 6.9 present qualitative single-view depth map results. Overall, all

methods produce broadly comparable results, though each method has different characteristics. The

learning-based methods tend to produce smoother depths across flat regions. All methods struggle

with thin features. On the Bunny scene, our approach introduces fewer background errors and shows

fewer ‘edging’ artifacts than Jiang et al. Shi et al. produces cleaner depth map appearance for Lego,

but is view inconsistent. Jiang et al. is view consistent, but introduces artifacts on Lego. On Sphynx,

a distant scene and narrow baseline cause noise in our EPI line reconstruction.
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Table 6.1: Quantitative comparison of our method and the baselines on the synthetic HCI light fields.
The top three results are highlighted in gold , silver and bronze . MSE is the mean squared error;
Q25 is the 25th percentile of the absolute error.

Light
Field

MSE ⇥ 100 Q25 Run time (s)
[44] [125] [46] [93] [58] [108] Ours [44] [125] [46] [93] [58] [108] Ours [44] [125] [46] [93] [58] [108] Ours

Sideboard 3.21 1.02 1.96 1.12 1.89 13.3 1.03 0.61 1.15 0.37 0.48 0.66 2.46 1.22 754 537 507 72.3 77.1 635 35.5
Dino 1.73 0.36 0.47 0.43 3.28 4.19 0.45 1.07 1.40 0.25 0.31 0.50 2.02 0.85 805 531 500 59.3 76.8 609 37.7
Cotton 12.5 1.81 0.97 0.88 1.95 9.56 0.70 0.50 1.01 0.21 0.36 0.59 2.30 0.74 748 530 500 79.8 76.9 612 34.0
Boxes 16.0 7.90 11.6 8.48 4.67 12.5 7.52 0.75 1.64 0.42 0.69 0.78 2.21 1.41 736 541 491 56.2 78.0 667 34.3
Average 8.37 2.77 3.75 2.72 2.94 9.91 2.43 0.73 1.3 0.31 0.46 0.63 2.25 1.05 761 535 500 66.9 77.2 631 35.4

Figure 6.5: Quantitative view consistency comparison of our method and Jiang et al. [46] and Shi et al. [93].
While the method of Jiang et al. enforces cross view consistency, Shi et al. operates on each view individually
and has no explicit consistency constraint. (a) For each light field, we plot summary statistics over C(u,v) for
all views (u, v) in the light field (Equation (6.10)). (b) The angular distribution of the error over all views.
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Table 6.2: Evaluating disparity maps with depth edges identified via reprojection error and via our
approach of diffusion gradients on the synthetic HCI dataset. MSE is the mean squared error; Q25
is the 25th percentile of absolute error.

Light
Field

MSE ⇥ 100 Q25
Reproj Ours Reproj Ours

Sideboard 1.39 1.03 1.20 1.22
Dino 0.64 0.45 0.81 0.85
Cotton 1.04 0.70 0.68 0.74
Boxes 9.32 7.52 1.65 1.41

Average 3.10 2.43 1.08 1.05

Table 6.3: Mean and Peak F1 across all thresholds, and the area under the precision-recall Curve
(AUC) for the HCI dataset. Our method has the second-highest F1 score and, along with the
learning-based method of Shi et al., the highest AUC.

Light Field Mean F1† Peak F1† AUC†

Zhang [125] 3.41 6.07 5.07
Jiang [46] ⇤ 2.64 5.23 4.52
Shi [93] ⇤ 3.29 6.85 6.30
Li [58] ⇤ 3.72 5.78 4.60
Jeon [44] 2.14 3.67 3.06
Wang [108] 2.02 3.56 2.70
Ours 3.42 6.52 6.30

† ⇥ 10�1 ⇤ Learning-based

Applications Consistent per-view disparity estimates are vital for practical applications such as

light field editing: knowing the disparity of regions occluded in the central view allows view-

consistent decals or objects to be inserted into the 3D scene (Figure 6.7). Moreover, without per-

view disparity, users can only edit the central view as changes in other views cannot be propagated

across views. This limits editing flexibility.

6.3 Discussion and Limitations

Light Field Editing. As our method generates accurate depth edges that allow visibility to be han-

dled correctly, our depth allows simple object insertion with few artifacts (Figures. 6.11 and B.10).

Errors. Our method has consistently lower mean squared error (MSE), but suffers a higher num-

ber of erroneous pixels (Q25). As Q25 measures the first quantile of absolute error, this indicates

that baseline methods must have more outliers: the errors that they do have must be considerably
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large. This intuition is confirmed by visualizing the absolute error (Figure. B.8) which shows re-

gions of large error around occlusion boundaries for the baseline methods.

Our method outperforms deep learning methods when they suffer from under-specification and

over-fitting. Our three learning-based baselines are trained by supervision on the synthetic HCI

dataset. When tested on real-world light fields, they produce artifacts along depth edges (Figure 6.3).

This failure to generalize is especially evident with Li et al. [58] which suffers severe artifacts on

real world data (compare Figure B.6 and B.9). Our method is not susceptible to these problems,

producing comparable output on both synthetic and real-world light fields. Moreover, our method

is robust to noise in the label set and low-gradient edges (Figures B.3 and B.4).

In addition, our method explicitly optimizes depth-edge localization whereas the learning-based

methods are trained to minimize mean depth error over all pixels—edge and non-edge. Incor-

porating hard edge information in CNNs is generally not straightforward due to its sparsity and

non-differentiability. Shi et al. [93] include a Canny edge-based loss term in their training routine,

and consequently their performance on edges is relatively higher. Nonetheless, they are unable to

effectively differentiate depth and texture edges (Figure 6.3).

Hyperparameters Figure 6.10 demonstrates the variation in error as hyperparameter values change.

Across all parameters, our approach is stable around our declared values.

Limitations. As we estimate depth explicitly only around potential occlusion boundaries our

method has lower accuracy in non-edge regions, reflected by the Q25 error (Table 6.1). Our lack

of explicit (u,v) regularization can sometimes create inconsistent spatial edges, e.g., for diagonal

angles in non-cross-hair views. Adding additional regularization begins another trade-off between

smoothness, accuracy, and computational cost. Further, our method is limited when an EPI contains

an area enclosed by high gradient boundaries with no data term depth value in it (this is the “island

problem” for a discussion of which see Section 8.1.2).

6.4 Summary

We presented the second of our reconstruction methods for decoding our multi-view edge model.

We show that careful handling of depth edge estimation, occlusions, and view consistency can pro-

duce per-view disparity maps with comparable performance to state of the art learning-based meth-

ods in terms of average accuracy, occlusion-accuracy, and view consistency. These results strongly

indicate that our edge model encodes all relevant information required for generating accurate and

view-consistent depth reconstructions with strong occlusion edges.
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Figure 6.6: Average depth consistency er-
ror and runtimes for the three assessed
datasets. Our method runs consistently
faster than the baselines, while having
comparative or better depth consistency.
Note that errors across datasets are shown
in absolute terms.

(a) Occlusion-handling with disparity maps reprojected from central view.

(b) Occlusion-handling with per-view disparity estimates.

Figure 6.7: With consistent per-view disparity estimates, objects can be inserted into the 3D scene with accu-
rate occlusions. (a) Since the right cheek of the bunny is not visible in the central view, a simple reprojection
of the disparity from the central view fails to handle occlusion correctly for the inserted object. The green
regions denote holes in the reprojection. (b) With per-view disparity, the object can be placed correctly in all
views.
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Figure 6.8: HCI dataset. Top to bottom: light field central view, Shi et al. [93], Jiang et al. [46], our method,
ground truth depth, error maps in clockwise order (Shi, Jiang, Ours). In general, our method has a lower
mean squared error (MSE) with fewer large outliers (please zoom into error maps), captures thin features
better, and generates more view-consistent depth maps. However, their depth maps are more geometrically
accurate more often (lower bad pixel percentages) and less sensitive to variations in image texture.
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Figure 6.9: Real-world light fields from the Stanford (left pair) and EPFL (right pair) datasets. Top to bottom:
central RGB view, Shi et al. [93], Jiang et al. [46], and our method. While our method has more bad pixels
and can be sensitive in narrow baseline cases (far right: limitation Sphynx case), in general our method
has equivalent or lower view consistency error, runs faster, and has no training data or pre-trained network
dependency.
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Figure 6.10: Effect of hyperparameter values on the MSE and Q25, averaged across the HCI dataset: k and
⌧f (Equation 4.3), ⌧v (Equation 4.4), t and ↵ (entropy-based refinement), and �s, �d and �c (Equation 4.6).
The vertical lines indicate our chosen values. The stochasticity of our algorithm means the chosen values
may not be optimal in all cases. However, the method is stable to variation around these values.

Figure 6.11: Adding an additional tarot card to the scene. Left: input scene. Center: Our editing results.
Right, clockwise from top-left: Detail of the unmodified light field image, Zhang et al. [125]’s editing result,
Shi et al. [93]’s editing result, and our result with fewer artifacts.



Chapter 7

A Differentiable Multi-view Edge Model

In the last chapter we saw that even though the MSE of our reconstruction is low it suffers from a

high number of erroneous pixels. Thus, in this chapter we present a differentiable variant of our edge

model which can be optimized via gradient descent. Furthermore, we validate the completeness

of our depth encoding by using the differentiable variant to encode and then reconstruct a pre-

computed depth map. Our differentiable representation allows us to optimize the output of the

gradient-based diffusion process proposed in Chapter 6.

Our smooth reconstruction performs gradient-based diffusion using only a sparse set of depth

labels in image space provided by multi-view edges. But, diffusion from noisy point samples may

produce results with lower accuracy, and it can be difficult to identify and filter out noisy or erro-

neous points from a sparse set. However, given the correct noise-free constraints, diffusion can be

shown to produce comparable or better results than state-of-the-art dense processing methods.

So, how can we handle noisy points? We present a method to optimize point constraints for a set

of linear equations representing the solution to the standard Poisson problem of depth diffusion. For

this, we develop a differentiable and occlusion-aware image-space representation of sparse multi-

view edges that allows us to solve the inverse problem efficiently using gradient descent. We treat

each edge point as a Gaussian to be splatted into the camera, and use the setting of radiative energy

transfer through participating media to model the occlusion interaction between Gaussians. This

method allows us to optimize over position, depth, and weight parameters per point, and to optimize

the point set via reprojection error from multiple RGB images.

On synthetic and real-world data across narrow-baseline light field multi-view data, and with

initial results on wider-baseline unstructured data, we show that our method reduces significant

diffusion errors caused by noisy or spurious points. Further, we discuss why edges are difficult

to optimize via reprojection from depth maps. Finally, in comparisons to both image processing

55
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Figure 7.1: Left: Diffusion from an noisy point set produces significant errors from points found along RGB
edges instead of depth edges (top, log absolute error). In the background, smooth depth regions have banding;
in the foreground, RGB texture details are pulled into the depth causing outliers on the floor. Right: Our
differentiable point optimization reduces error across the image, removing banding errors and minimizing
texture pull.

and deep learning baselines, our method shows competitive performance especially in reducing bad

pixels. Thus, we show the promise of direct optimization for diffusion-based dense depth estimation.

7.1 Depth via Differentiable Diffusion

Given a set of n multi-view images I = {I0, I1, ..., In}, and a sparse set of noisy scene points

P 2 R3, our goal is to generate a dense depth map for central view Ic. To achieve this, we optimize

the set of scene points so that their diffused depth minimizes a reprojection error across I.
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Figure 7.2: From a set of noisy sparse depth samples, our method uses differentiable splatting and diffusion
to produce a dense depth map. Then, we optimize point position, disparity, and weight against an RGB
reprojection loss. This reduces errors in the initial set of points.

7.1.1 Depth Diffusion

Let S 2 R2 denote the sparse depth labels obtained by projecting P onto the image plane of some

I 2 I. That is, for a given scene point x = (Xx, Yx, Zx) 2 P and camera projection matrix K,

S(Kx) = Zx. We wish to obtain a dense depth map Do by penalizing the difference from the sparse

labels S while also promoting smoothness by minimizing the gradientrD:

Do = argmin
D

ZZ

⌦
�(x, y) (D(x, y)� S(x, y))

2
+ #(x, y)krD(x, y)k dx dy, (7.1)

where �(x, y) =
P

x2P �((x, y)�Kx) is a sum of point masses centered at the projection of P—the

splatting function. The second term enforces smoothness; # is low around depth edges where it is

desirable to have high gradients. Solving Equation (7.1) in 3D is expensive and complex, needing,

e.g., voxels or a mesh. More practically, the energy in Equation (7.1) is minimized over a discrete

pixel grid with indices x, y:

Do = argmin
D
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(x,y)

✓
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◆
,

(7.2)

where N (x, y) is a four-pixel neighborhood around (x, y), and �
Z, #Z and S

Z are the discrete

counterparts of the splatting function �, the local smoothness weight #, and the depth label S 2 R2.

Deciding how to perform this discretization has important consequences for the quality of results

and is not easy. For instance, � and S are defined as point masses and hence are impossible to

sample. The simplest solution is to round our projected point Kx to the nearest pixel. However,

quite apart from the aliasing that this is liable to cause, it is unsuitable for optimization as the

underlying representation of �Z and S
Z remains non-differentiable. As Figure 7.3 shows, we require
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Depth Label
Sℤ (𝑥, 𝑦)

Dense Diffusion D𝑜 𝑥, 𝑦

Label weight
λ ℤ (𝑥, 𝑦)

1D

2D

Depth Label
Sℤ (𝑥, 𝑦)

Dense Diffusion D𝑜 𝑥, 𝑦

Label weight
λ ℤ (𝑥, 𝑦)

Depth Label
Sℤ (𝑥, 𝑦)

Dense Diffusion D𝑜 𝑥, 𝑦

Label weight
λ ℤ (𝑥, 𝑦)

Depth Label
Sℤ (𝑥, 𝑦)

Dense Diffusion D𝑜 𝑥, 𝑦

Label weight
λ ℤ (𝑥, 𝑦)
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Depth Label
S 𝑥, 𝑦 in ℝ

Points in ℝ2

Label weight
𝜆 𝑥, 𝑦 in ℝ

(a)

Figure 7.3: Depth diffusion happens in image space, so how we splat a set of scene points in R3 onto a pixel
grid in Z2 has a significant impact on the results. (a) The image-space projection of scene points are Dirac
delta functions which cannot be represented in discrete pixels. (b) Rounding the projected position to the
closest pixel provides the most accurate splatting of depth labels for diffusion, even if it introduces position
error. Unfortunately, the functional representation of the splatted point remains a non-differentiable Dirac
delta. (c) Image-space Gaussians provide a differentiable representation but the depth labels are not accurate.
Since the label weights �Z are no longer point masses, non-zero weight is assigned to off-center pixels. (d)
Attempting to make �

Z more similar to a point mass by reducing the Gaussian � results in sub-pixel points
vanishing: the Gaussian on the left no longer has extent over any of the sampled grid locations. (e) Our higher-
order Gaussian representation provides dense diffusion results closest to (a) while being differentiable.

a representation that is differentiable and has the appropriate compactness for correctly representing

the weight and depth value of each point on the raster grid: points projected to the raster grid should

‘spread’ their influence only where necessary for differentiability.

7.1.2 Differentiable Image-space Representation

A common smooth representation is to model the density x at a three-dimensional scene point as

a sum of scaled isotropic Gaussians [81, 96]. The problem with this approach is that rendering all

such points x 2 P requires either ray-marching through the scene, or representing the viewing-

frustum as a voxel grid. The former is computationally expensive and the latter limits rendering

resolution. Moreover, with points defined in scene space, it becomes difficult to ensure depth values

are accurately splatted onto discrete pixels. This is demonstrated in Figure 7.3(e) where the scene

point projecting onto a sub-pixel location ends up with zero pixel weight—effectively vanishing.

Our proposed representation overcomes these problems by modeling depth labels as scaled

Gaussians centered at the 2D projection Kx of points x 2 P , and using a higher-order Gaus-

sian (or super-Gaussian) for the label weight to ensure non-zero pixel contribution from all points.

A higher-order Gaussian is useful for representing weight as it has a flatter top, and falls off rapidly.
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Figure 7.4: Left: The image-space projection Kx of scene points x 2 P plotted in white. Middle: Our
differentiable labeling function S

Z accurately splats depth labels while handling occlusion. Right: A higher-
order Gaussian representation of �Z is differentiable, and provides weights that are close to point masses
without any points vanishing during discretization.

Thus, its behavior is closer to that of a delta function and it helps minimize the “leakage” of weight

onto neighboring pixels (Figure 7.3c). But unlike a delta, it is differentiable and can be sized so that

points do not vanish (Figure 7.4d & 7.4e). We define the discrete functions:

S
Z
(x, y) =

X

x2P
↵x(x, y)S

Z
x (x, y), (7.3)

where ↵x(x, y) is a function that will merge projected labels in screen space (we will define ↵x in

Sec. 7.1.3), and S
Z
x declares the label contribution at pixel (x, y) from a single scene point x =

(Xx, Yx, Zx) with projection Kx = (xx, yx). We define S
Z
x as:

S
Z
x (x, y) = Zx exp

✓
�

(x� xx)
2
+ (y � yx)

2

2�2
S

◆
. (7.4)

Similarly, the discrete label weights are defined as:

�
Z
(x, y) =

X

x2P
↵x(x, y)�

Z
x (x, y), (7.5)

with �
Z
x taking the higher-order Gaussian form:

�
Z
x (x, y) = wxexp

✓
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(x� xx)
2
+ (y � yx)

2

2�2
�

◆p

, (7.6)

for some scaling factor wx.
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Figure 7.5: Depth labels at points overlapping in xy are estimated using a radiative transfer formulation
with Gaussians in orthographic space. If �Z is small, the influence of the points u and v in scene space is
restricted to small windows around Zu and Zv. As �Z �! 0, we assume the density contribution at any point
s along a ray comes from a single Gaussian. This allows the attenuation due to each Gaussian to be calculated
independently. The global attenuation at s is the product of local attenuation for all points with z < s.

Discussion One might ask why we do not use higher-order Gaussians for the depth label, too.

Depth labels require handling occlusion (unlike their weights), and we model this using radiance

attenuation in the next section (Sec. 7.1.3). Using higher-order Gaussians for depth requires differ-

entiating a transmission integral (upcoming Eq. (7.7)), yet no analytic form exists for higher-order

Gaussians (with an isotropic Gaussian, a representation in terms of the lower incomplete gamma

function � is possible, but the derivative is still notoriously difficult to estimate).

7.1.3 Rendering and Occlusion Handling

While a Gaussian has infinite extent, the value of the depth label function S
Z
x and the label weight

function �
Z
x at non-local pixels will be small and can be safely ignored. However, we need the op-

erator ↵x from Equations (7.3) and (7.5) to accumulate values at any local pixel (x, y) that receives

significant density contribution from multiple SZ
x . This accumulation must maintain the differentia-

bility of SZ and must ensure correct occlusion ordering so that an accurate depth label is splatted at

(x, y). Using a Z-buffer to handle occlusion by overwriting depth labels and weights from back to

front makes SZ non-differentiable.

We diffuse projected points in 2D; however, to motivate and illustrate the derivation of ↵x, we

will temporarily elevate our differentiable screen-space representation to R3 and use an orthographic
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projection—this provides the simplest 3D representation of our ‘2.5D’ data labels and allows us to

formulate ↵x using the tools of radiative energy transfer through participating media [81].

Thus, we model the density at every 3D scene point as a sum of scaled Gaussians of magnitude

⇢ centered at the orthographic reprojection u = (xx, yx, Zx) of each x 2 P . Then, for a ray

originating at pixel (x, y) and traveling along z, the attenuation factor T at distance s from the

image plane is defined as:

T(x, y, s) = exp
✓
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dz

◆
. (7.7)

As �Z �! 0, the density contribution at any point s along the ray will come from only a single

Gaussian. Furthermore, as the contribution of each Gaussian is extremely small beyond a certain

distance, and as the attenuation along a ray in empty space does not change, we can redefine the

bounds of the integral in a local frame of reference. Thus, we consider each Gaussian as centered at

µz in its local coordinate frame with non-zero density only on [0, t] (Figure 7.5). The independence

of Gaussians lets us split the integral over [0, s] into a sum of integrals, each over [0, t] (please

see supplemental document for detailed derivation). Using the product rule of exponents, we can

rewrite Equation (7.7) as:
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=
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x
Tx(x, y),

where the product is over all x 2 P | Zx < s. By looking again at Equation (7.4), we can see that

S
Z
x (x, y)/Zx is simply the normalized Gaussian density in xy. Each Tx is independent, allowing

parallel calculation:
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where erf is the error function. We can now define the label contribution of each x at pixel (x, y).

For this, we use the radiative transfer equation which describes the behavior of light passing through

a participating medium [81]:

S
Z
(x, y) =

Z 1

0
T(s, x, y)a(s, x, y)P(s, x, y) ds, (7.11)

where T, a, and P are the transmittance, albedo, and density, respectively, at a distance s along

a ray originating at (x, y). Albedo represents the proportion of light reflected towards (x, y), and
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intuitively, we may think of it as the color of the point seen on the image plane in the absence of any

occlusion or shadows. In our case, we want the pixel value to be the depth label Zx. Making this

substitution, and plugging in our transmittance and Gaussian density function, we obtain:

S
Z
(x, y) =

Z 1

0
T(x, y, s)

X

x2P
Zx ⇢ exp
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Again, with �Z �! 0, the density contribution at a given s may be assumed to come from only a

single Gaussian. This lets us remove the summation over x, and estimate the integral by sampling s

at step length ds over a small interval Nx around each Zx:

S
Z
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This allows us to arrive at a differentiable form of our screen-space aggregation function ↵x:

↵x(x, y) =
⇢ ds

Zx

X

s2Nx

T(s, x, y) ⇢ exp
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7.1.4 Optimization by Gradient Descent

To restate our goal, we want to optimize the parameters ⇥ = {S
Z
,�

Z
,#

Z
} for dense depth diffu-

sion (Eq. (7.2)). The function S
Z
(x, y) proposes a depth label at pixel (x, y), �Z

(x, y) determines

how strictly this label is applied to the pixel, and #
Z
(x, y) controls the smoothness of the output

depth map at (x, y). We find ⇥ by using gradient descent to minimize a loss function L(⇥). Using

our differentiable representation, we can express SZ and �
Z in terms of the image-space projection

of the sparse point set P . Doing so provides strong constraints on the initial value of these two

functions and on how they are updated at each step, leading to faster convergence.

Supervised Loss To validate our image-space representation and optimization, we first use ground

truth depth to supervise the optimization of the different parameters in ⇥. This is effective and

generates high-quality depth maps (Section 7.2.3). This shows the potential of our differentiable

sparse point optimization and diffusion method, and inform us of the contribution on the final result

of the follow self-supervised loss for captured images.
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Figure 7.6: Our everyday intuition says that depth edges should be sharp, but a limited sampling rate blurs
them in the RGB input (a). This can cause unintended high error during optimization via RGB reprojection
loss. In (b), the depth edge is sharp, but reprojecting it into other views causes high error as the edge in the
RGB image is blurred. Counterintuitively, in (c), the depth edge is soft and less accurate, but leads to a lower
reprojection error. If sharp edges are desired, we can reward high gradient edges in the error (Eq. (7.16)).

Self-supervised Loss Working with a set of multi-view images I = {I0, I1, ..., In} allows us to

define a self-supervised loss function for the optimization. Given a dense depth map D⇥ generated

by diffusion with parameters ⇥, we define the warping operator W⇥ to reproject each view I
i onto

Ic; where Ic is the view we want to compute dense depth for. The warping error is then given by:

E⇥(x, y) =
1P

iM
i
⇥(x, y) + ✏

X

i

✓
|I(x, y)�W⇥[I

i
](x, y)| M

i
⇥(x, y)

◆
, (7.15)

where M
i
⇥(x, y) is the binary occlusion mask for view i, computed dynamically at each iteration.

We observe that E⇥ is non-zero even if we use the ground truth depth map, because small

pixel errors are inevitable during the sub-pixel interpolation for warping. However, the more sig-

nificant errors come from an unexpected source: the sharpness of depth edges. Depth labels are

ambiguous at pixels lying on RGB edges, and limited sampling frequency blurs these edges within

pixels (Figure 7.6). By assigning a fixed label to these pixels, sharp depth edges cause large errors.

Consequently, the optimization process smooths all edges. While doing so minimizes the reprojec-

tion error, it may be desirable to have sharp depth edges for aesthetic and practical purposes, even

if the edge location is slightly incorrect.

Therefore, we add a loss term to reward high gradients in E⇥, effectively allowing the opti-

mization to ignore errors caused by sharp depth edges. In addition, we include a smoothness term

ES similar to Ranjan et al. [79] to encourage depth to be guided by image edges, and a structural
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Figure 7.7: Over optimization iterations, mean squared error reduces and ‘bad pixels’ are significantly sup-
pressed. From the corresponding error map in Figure ?? we can see that most remaining errors lie along
edges, where depth is not well defined (as per Figure ??)—the ground truth depth values are pixel-rounded
while the RGB image contains blurred depth edges.

self-similarity error [110] ESSIM which is commonly used to regularize warping error. Our final

loss function becomes:

L(⇥) =

X

(x,y)

✓
E⇥(x, y) + ES + ESSIM �rE⇥(x, y)

◆
. (7.16)

7.1.5 Implementation

Our proposed framing of the diffusion problem allows us to express S
Z and �

Z as differentiable

functions of the points set P , and thus, to calculate @ L/@ x. Since P provides strong constraints

on the shape of these functions, we optimize over the parameters Zx, Kx, wx, and #
Z instead of

directly over ⇥ (wx is the scaling factor from Equation (7.6)). To regularize the smoothness and

data weights, we further define #
Z
(x, y) = exp(�Q(x, y)) and wx = exp(�R(x)), for some

unconstrained R and Q that are optimized. Thus, our final parameter set is ⇥̄ = {Zx,Kx, R,Q}.

We initialize R(x) to zero for all x, and Q(x, y) to the magnitude of the image gradient krIk.

Distance Both RGB and VGG16 features can be used as distances for warping loss E⇥; we found

VGG16 features to outperform RGB. VGG loss has a better notion of space from a larger receptive

field and handles textureless regions better. Thus, we take each warped image in Equation (7.15), run

a forward pass through VGG16, then compute an L1 distance between the 64 convolution activation

maps of the first two layers. rE⇥ is computed using the 2D channel-wise mean of E⇥; ES and

ESSIM are calculated in RGB space.

Hyperparameters This require a trade-off between resource use and accuracy. The parameter �S
in Equation (7.3) determines the pixel area of a splatted depth label Zx. Ideally, we want the label
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Figure 7.8: Depth results on the synthetic Piano-MVS scene. Raster order: One input image, ground truth,
dense reconstruction from COLMAP [90, 89], DeepMVS [36], our method using 702 sparse points in P , and
our method with 2, 808 sparse points from dense COLMAP output.

to be Zx over all pixels where �
Z
x > ✏. The case where the label falls off while the weight is much

larger than zero is illustrated in Figure 7.3(c) and leads to incorrect diffusion results. However,

ensuring a uniform weight requires having a large value of �S, and this may cause the labels of

neighboring points to be occluded. We found that using �S = 1.3 provides a good balance between

accuracy and compactness. This spreads the label density over three pixels in each direction before

it vanishes, so we use a Gaussian kernel size of 7⇥7.

For �Z , we want the spread to be as small as possible. However, if the value is very small then

we must use a large number of samples in Nx when calculating the quadrature in Equation (7.14).

An insufficient number of samples causes aliasing when calculating ↵x at different pixel locations

(x, y). A value of �Z = 1.0 and 8 samples in each Nx works well in practice.

We use a Gaussian of order p = 2 to represent �Z
x (Eq. (7.5)). As the order is increased, the

Gaussian becomes more similar to a box function and leaks less weight onto neighboring pixels.

However, its gradients become smaller, and the loss takes longer to converge. With p = 2, we

calculate �� = 0.71 to provide the necessary density to prevent points from vanishing (Fig. 7.3(d)).

Routine We use Adam [52]. We observe a lower loss when a single parameter is optimized at

once. Thus, we optimize each parameter separately for 13 iterations, and repeat for 5 passes.
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Efficiency The set of edge pixels require to represent a high-resolution image can run into the

tens of thousands, and naively optimizing for this many points is expensive. This is true both of

computation time and of memory. Calculating S
Z in Equation (7.3) by summing over all points x

is impossibly slow for any scene of reasonable complexity. Fortunately, in practice we only need

to sum the contribution from a few points x at each pixel and, so, the computation of ↵x(x, y) in

Equation (7.14) is serialized by depth only for points in a local neighborhood. By splitting the image

plane into overlapping tiles, non-local points Kx can be rendered in parallel. The amount of overlap

equals the kernel size in xy, and is needed to account for points that may lie close to the boundary in

neighboring tiles. Using this parallelization scheme, we can render more than 50k points in correct

depth order, solve the diffusion problem of Equation (7.2), and back-propagate gradients through

the solver and renderer in five seconds.

Software and Hardware We implement our method in PyTorch. For diffusion, we implement

a differentiable version of Szeliski’s LAHBPCG solver [100]. All CPU code was run on an AMD

Ryzen Threadripper 2950X 16-Core Processor, and GPU code on an NVIDIA GeForce RTX 2080Ti.

7.2 Experiments

7.2.1 Light Fields

Datasets Along with the Dino, Sideboard, Cotton, and Boxes scenes from the synthetic HCI

Dataset [35], we add two new Living Room and Piano scenes with more realistic lighting, mate-

rials, and depth ranges. We path trace these with Arnold in Maya. All synthetic light fields have

9⇥9 views, each of 512 ⇥ 512 pixels. For real-world scenes, we use light fields from the New

Stanford Light Field Archive [56]. These light fields have 17⇥17 views captured from a camera rig,

with a wider baseline and high spatial resolution (we downsample 2⇥ for memory).

Baselines and Metrics For our method, we use an initial point set extracted from EPI edge fil-

ters [49]. We compare to the methods of Zhang et al. [125], Jiang et al. [46], Shi et al. [93], Li et

al. [58] and our own non-differentiable version from Chapter 6 (Ours-N). The former three methods

are deep-learning-based. For metrics, we use mean-squared error (MSE) and bad pixels (BP). BP

measures the percentage of pixels with error higher than a threshold. For real-world scenes without

ground truth depth, we provide a measure of performance as the reprojection error in LAB induced

by depth-warping the central view onto the corner views; please see our supplemental material.
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Table 7.1: Quantitative results for wider-baseline unstructured five-camera cases, as the Living
Room-MVS and Piano-MVS scenes.

MSE Q25

D-MVS COLMAP Ours Ours-C D-MVS COLMAP Ours Ours-C

Living Room-MVS 1.99 1.37 0.30 0.17 64.9 4.44 14.8 4.22
Piano-MVS 1.51 2.56 0.81 0.69 6.87 42.60 2.15 1.37

Average 1.75 1.97 0.56 0.43 35.9 23.50 8.48 2.80

Results While learning-based methods [46, 93, 58] tend to do well on the HCI dataset, their

quantitative performance degrades on the more difficult Piano and Living Room scenes (Table 7.2).

A similar qualitative trend shows the learning-based methods performing worse than diffusion on

the real-world light fields (Fig. 7.9). Our method provides more consistent overall performance on

all datasets. Moreover, our non-differentiable diffusion-based method has few pixels with very large

errors but many pixels with small errors, producing consistently low MSE but more bad pixels. In

contrast, our differentiable method consistently places in the top-three on the bad pixel metrics. We

show additional results and error maps in our supplemental material. Finally, as is common, it is

possible to post-process our results with a weighted median filter to reduce MSE (e.g., Dino 0.54

vs. 0.86) at the expense of increased bad pixels (BP(0.01) of 39.6 vs. 25.6).

7.2.2 Multi-view Stereo

Datasets We path trace Living Room-MVS and Piano-MVS datasets at 512⇥512. Each scene has

five unstructured views with a mean baseline of approximately 25cm.

Baselines and Metrics We compare to dense reconstruction from COLMAP [90] and to Deep-

MVS [36]. Out method uses the sparse output of COLMAP as the initial point set, which is consid-

erably sparser than the initial set for light fields (500 vs. 50k). To increase the number of points, we

diffuse a preliminary depth map and optimize the smoothness parameter for 50 iterations. Then, we

sample this result at RGB edges. Using this augmented set, we optimize all parameters in turns of

25 iterations, repeated 5 times. In addition, we also evaluate a variant of our method, Ours-C, with

sparse labels initialized from the dense COLMAP output at RGB edges.

For metrics, we again use MSE, and also report the 25th percentile of absolute error as Q25.

As the depth output of each method is ambiguous up to a scale, we estimate a scale factor for each

result using a least squares fit to the ground truth at 500 randomly sampled valid depth pixels.
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Figure 7.9: Top: Disparity results on the synthetic Living Room light field. Bottom: Disparity results on a real
light field. Left to right: Zhang et al. [125], Jiang et al. [46], Shi et al. [93], Li et al. [58], Khan et al. [?], a
baseline diffusion result without any optimization, our results and finally, for the top light field, ground truth.

Table 7.2: (Best viewed in color) Quantitative comparison on synthetic light fields. The top three
results are highlighted in gold , silver and bronze . BP(x) is the number of bad pixels which
fall above threshold x in error. Higher BP thresholds are used for Living Room and Piano as their
average error is larger: they contain specularities, larger depth ranges, and path-tracing noise.

Light Field
MSE * 100 BP(0.1) BP(0.3) BP(0.7)

[125] [58] [46] [93] Ours-N Ours [125] [58] [46] [93] Ours-N Ours [125] [58] [46] [93] Ours-N Ours [125] [58] [46] [93] Ours-N Ours

Living Room 0.67 0.57 0.23 0.25 0.25 0.20 59.5 58.5 37.2 48.0 47.2 30.3 43.3 42.7 23.7 26.5 25.0 17.5 17.0 16.6 11.4 10.8 11.5 9.23
Piano 26.7 13.7 14.4 8.66 12.7 8.71 36.7 27.5 24.7 27.0 37.6 17.0 25.0 17.6 13.6 11.4 20.0 7.93 5.33 4.13 5.88 4.29 4.95 3.49

Light Field
MSE * 100 BP(0.01) BP(0.03) BP(0.07)

[125] [58] [46] [93] Ours-N Ours [125] [58] [46] [93] Ours-N Ours [125] [58] [46] [93] Ours-N Ours [125] [58] [46] [93] Ours-N Ours

Sideboard 1.02 1.89 1.96 1.12 0.89 2.23 78.0 62.3 47.4 53.0 73.8 43.0 42.0 18.0 18.3 20.4 37.4 16.5 14.4 6.50 9.31 9.02 16.2 8.35
Dino 0.41 3.28 0.47 0.43 0.45 0.86 81.2 52.7 29.8 43.0 69.4 25.6 48.9 12.8 8.81 13.1 30.9 7.69 7.52 5.82 3.59 4.32 10.4 4.06
Cotton 1.81 1.95 0.97 0.88 0.68 3.07 75.4 58.8 25.4 38.6 56.2 31.1 34.8 14.0 6.30 9.60 18.0 7.82 4.35 4.11 2.02 2.74 4.86 4.06
Boxes 7.90 4.67 11.6 8.48 6.69 9.17 84.7 68.3 51.8 66.5 76.8 60.3 55.3 28.0 27.0 37.2 47.9 32.7 18.9 13.4 18.3 21.9 28.3 20.5
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Results To account for the error in least squares, Table 7.1 presents the minimum of ten different

fits for each method. Both DeepMVS and COLMAP generate results with many invalid pixels. We

assign such pixels the mean GT depth. Our method outperforms the baselines with a sparse point

set (⇡ 700 points) and generates smooth results by design that have fewer artifacts (Fig. 7.8). Using

4⇥ as many initial points (⇡ 2, 800 points) in the Our-C variant leads to additional improvements.

7.2.3 Supervised Loss

We describe a validation of our differentiable rendering and diffusion approach using a supervised

loss against ground truth data. In Figure 7.10, we present MSE and bad pixel metrics over iterations

of the optimization for both the HCI dataset and our new living room and piano realistic scenes. For

comparison, we also mark the performance of five existing methods. In Figure 7.11, this experiment

shows that our approach can produce errors close to zero, and validates the potential of such an

approach in the best case.

Still, why do the errors not reduce to zero? As Figure 7.11 shows, the presence of outliers in

the original point set and the lack of labels in regions with fine detail prevents the diffusion from

entirely eliminating errors. Such sources of error occur in all six light fields to varying degrees.

7.3 Summary

We present a method to differentiably render and diffuse a sparse depth point set so that we can

directly optimize the parameters of our multi-view edge model via a multi-view RGB reprojection

loss. While we recover dense depth maps, our approach can be interpreted as a point denoiser for

diffusion, as related to volume rendering via radiative transfer, or as a kind of differentiable depth-

image-based rendering. We discuss higher-order weighting term design choices that make this

possible, demonstrate our method’s ability to reduce error in bad pixels, and discuss why remaining

errors are difficult to optimize via reprojection from depth maps. In comparisons to both image

processing and deep learning baselines, our method shows competitive performance, especially in

reducing bad pixels. Moreover, by using the method to encode and then decode a precomputed

depth map, we establish the completeness of our multi-view depth model.
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(a) Evaluation metrics plotted over all iterations of the optimization with supervised loss (HCI Dataset). The top
row shows results on individual light fields in the dataset. The bottom row compares average performance over the
dataset with the baseline methods of Zhang et al. [125], Ours-N (Khan20), Li et al. [58], Shi et al. [93] and Jiang et
al. [46]. The bumps in the curve occur where we switch optimization parameters.

(b) Evaluation metrics for the Piano and Living Room light fields with supervised loss.

Figure 7.10: We validate our image-space representation and optimization using ground truth depth to super-
vise the optimization using the same routine as Section 3.5. This generates high-quality results on all four
evaluation metrics (MSE is plotted on a logarithmic scale). This confirms the potential of our differentiable
sparse point optimization and diffusion method.
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Figure 7.11: Disparity maps generated by our method using supervised loss. (a)–(f): Boxes, Dino, Sideboard,
Cotton, Living Room and Piano. The presence of outliers in the original point set (green boxes), and the lack
of labels in regions with fine detail (blue boxes) prevents the diffusion from entirely eliminating errors. Such
sources of error occur in all six light fields to varying degrees.

Figure 7.12: Our disparity maps with self-supervised loss. As expected, specular surfaces (green boxes)
are especially difficult to label correctly with a self-supervised reprojection loss; Figure C.3 shows that all
methods suffer in these areas.



Chapter 8

Conclusion

This dissertation showed that multi-view edges encode all relevant information for supporting higher

level computational photography tasks that rely on depth reconstruction. This was demonstrated by

proposing a representation for multi-view depth that satisfies the criteria of concision, explicitness,

and completeness in particular. Given that different applications are variously dependent on the

quality dimensions of depth reconstruction, we defined completeness for computational photog-

raphy task using occlusion edges and view-consistency in addition to the more commonly used

accuracy metric. Inspired by the work of Elder [25], the proposed representation was formulated as

a sparse model based on multi-view edges. We demonstrated how the parameters of the model can

be estimated from a structured light field and from unstructured multi-view images.

The proposed representation has explicitness in that it provides more useful information than

the multi-view RGB input. This includes edges, occlusion surfaces and depth boundaries. The

representation has concision as it stores depth labels for each edge pixel only once, and exploits a

smoothness assumption to deal with traditionally noise-prone areas such as specular and texture-

free regions. Finally, the ability of the model to capture all relevant information for higher level

tasks — its completeness — is demonstrated through two application-specific methods for inverting

the edge code and retrieving a dense 2D depth map. In addition, a variant of the edge model is

presented that is differentiable and can be optimized via gradient descent guided by a multi-view

reprojection loss. We observe that the reconstructed dense depth is better than, or comparable to,

state-of-the-art methods on each of the three metrics: accuracy, occlusion-edge localization and

view-consistency. This provides strong evidence that multi-view depth edges are indeed complete

with respect to computational photography tasks.
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8.1 Discussion

The proposed model may be considered from two points of view: first, like Elder’s [25] repre-

sentation, our model provides a concise, explicit, and complete encoding of multi-view depth. It

represents the implicit structural information in multi-view images explicitly. It can also be used to

provide a concise representation of a pre-computed 2D depth map with minimal loss of information

(Section 7.2.3). In addition, since we also propose methods for extracting sparse depth labels from

multi-view RGB input directly, the model, coupled with the reconstruction algorithms, describes a

multi-view depth estimation approach.

8.1.1 Depth Encoding

While the results in Section 7.2.3 would indicate the completeness of our model, they are not

claimed as proof of completeness since they fail to achieve a perfect reconstruction. However,

this may be attributed to certain implementational constraints which limit the model’s ability to en-

code and reconstruct all depth features. While the optimization process proposed in Section 7.1.4

can discard noisy labels, it cannot add new labels to the original point set P . Our evaluation is,

thus, limited by our original choice of edges: a good set of multi-view edges may be more complete

than a bad one; an empty set will never be complete. Put another way, the null hypothesis that

multi-view edges are incomplete is invalidated by a statistically significant, not necessarily perfect,

result. Since we do not establish statistical significance, we settle for the weaker claim of indicating

completeness. In fact, the lack of robust experimental design mechanisms and rigorous proofs for

establishing the significance of results is a problem that hounds the computer vision community in

general, where focus is more on practical improvements as gauged by established datasets. This

may be an area for researchers to address as the field matures. More immediately for our purposes,

an avenue of future research would be to allow the differentiable representation to add samples,

thereby, also optimizing the edge set.

As a depth encoding, our model has applications in light field compression algorithms [65,

45]. The property of conciseness requires that any redundant information in the input should be

discarded. While the proposed model does achieve this, it by no means discards all redundant

information. That is, the correlation between elements of the model is never zero. Nonetheless, the

model does expose this residual redundancy in a manner that is highly conducive to compression

as the parameters of neighboring edge pixels are likely to be highly correlated [25]. Thus, while

we have described the explicitness of our method in terms of edges, occlusion surfaces and depth

boundaries above, we may also say that our method makes the redundancy of the input explicit.
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8.1.2 Depth Estimation

In Section 7.1.5 we observed the limitations of an RGB reprojection loss in supervising depth re-

construction. In addition to blurring edges (Figure 7.6), such a loss is unable to reconstruct specular

surfaces, assigning them instead to an incorrect virtual depth plane that minimizes reprojection er-

ror. This is true of any correspondence based depth estimation method [90, 89] including those

based on optical flow. However, while incorrect in geometric terms, the virtual plane proves useful

for simulating view-dependent effects in novel view synthesis [69, 26]. Thus, it may be argued that

the RGB reprojection error is used as a fourth metric — in addition to accuracy, view-consistency,

and occlusion edges — to quantify the completeness of our representation. However, this would

expand the scope of the representation beyond scene depth since, by this definition, the ground truth

depth is itself not complete. Hence, we do not include it.

As we discuss below, our method is not designed to handle non-Lambertian effects such as

refraction. We do observe, however, that since non-Lambertian surfaces violate the EPI linearity

assumption, our multi-view edge estimation pipeline (Section 4.1.5) can reliably discard them as

outliers. Such a surface is then assigned a depth value diffused from the closest non-refractive edge,

leading to fronto-parallel surface reconstruction. This effect is observed in the reconstruction of the

crystal orb in the right-most column of Figure B.9. Thus, by using the smoothness assumption, our

method is able to fall back on a piece-wise planar reconstruction for refractive surfaces.

Smoothness can be a good assumption for surfaces in general; for instance, many indoor scenes

have low texture walls and adhere to the basic assumption that diffusion implies. However, this is

less true of outdoor or natural scenes which have more textural detail. In such cases, the quality

of the reconstructed depth is strongly dependent on the ability of the multi-view edge detector to

capture high frequency — and potentially low amplitude — details. In addition, since smoothness

relies on diffusion from neighbors, it fails to deal with the so-called “island problem” where a value

must be propagated across depth boundaries [51]. This can be observed in the grill in the middle

row of B.6. This failure does not, however, imply that our model is incomplete. The depth of

a featureless “island” cannot be ambiguously determined by any method, and our estimate is as

accurate (or inaccurate) as any other. Imagine looking at a textureless surface through a small hole

— it is impossible to uniquely determine the depth of the textureless surface using stereo cues

alone. Since the depth information of such an “island” region is not encoded in the input, it cannot

be retrieved without using some prior on the surface configurations.
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8.1.3 Non-Lambertian Surfaces

Non-Lambertian surfaces have traditionally proven to be a banana skin for surface reconstruction

algorithms. Our multi-view edge detector (Section 4.1) relies on the regularity of EPI structure

induced by Lambertian surfaces and is, thus, unable to work with specular or refractive surfaces.

Ben-Ezra and Nayar [7] present a model-based algorithm for recovering the shape of transparent

parametric surfaces under certain simplifying constraints. For more general settings, the problem is

severely under-constrained, and learnt priors may offer a viable solution.

8.1.4 Light Field View Sampling

The presence of a smooth edge in an EPI depends on a sufficiently high sampling rate of light field

views; a low sampling rate will generate highly aliased edges which can be hard to detect. Chaiet

al. [13] and Mildenhallet al. [69] have studied the sampling rate requirements of light fields in the

context of novel view synthesis. Their work provides explicit sampling guidelines for alias free

view synthesis by quadr-ilinear sampling. Extending these results to our EPI edge detector to get

an analytic bound for the sampling rate is not straight-forward. However, Figure A.4 shows that our

method is fairly robust to low sampling rates.

We formulate our multi-view edge model with a focus on structured light fields; that is, light

fields with views uniformly sampled along a straight line. Nonetheless, the model can also be

applied to irregularly sampled light fields as long as the views lie on a straight line and the baselines

are known. In this latter case, we can create a sparse EPI where only a subset of pixel rows are valid,

but which nonetheless preserves the regular linear structure required for our edge detector to work.

8.2 Future Work

Future work could seek to incorporate data-based priors to improve the quality of multi-view edges

for light fields (Chapter 4.1). While we found that EPI edge detection using a pre-trained neural

network fails to achieve the requisite accuracy, it may be possible to learn EPI features for our

proposed Prewitt filters to operate on rather than using LAB color space features as we presently

do. This idea of using learnt features in a traditional algorithm—edge detection in our case— is

similar in spirit to Wiles’s [117] rendering of learnt point cloud features.

Furthermore, the differentiable representation of our multi-view edge model and diffusion-based

smooth reconstruction method (Chapter 7) can be used in a CNN to learn model parameters directly

from multi-view RGB images rather than optimizing them via gradient descent. The former ap-

proach has the potential to be much faster.
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Finally, as the field of computational photography evolves and new applications are introduced,

it may be necessary to update and evaluate the list of metrics we have proposed to quantify com-

pleteness. Future applications will likely place novel demands on multi-view depth reconstruction.
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Appendix A

Expanded Results for Piece-Wise
Constant Reconstruction via 4D
Superpixels

We present additional information and experimental results to better characterize the performance

of the tested methods:

Section A.1 Parameter variation of weight of clustering features in the k-means baseline and in our

method. This shows that increasing intensity and color weight increases boundary perfor-

mance but decreases view consistency performance.

Section A.2 We show performance trends of all tested methods as the baseline of the light field

increases and the number of views decreases.

Section A.3 Per dataset metric scores for the HCI dataset, rather than the average presented in the

main paper. These show the relative characteristics of the different scenes.

A.1 Parameter Variation

The baseline k-means-based segmentation method clusters each pixel in the central view based on

a vector f = (x, y, d, L
⇤
, a

⇤
, b

⇤
) of spatial, depth, and CIELAB color features. For our evaluation

in the paper, each feature was assigned the same weight parameters as used in the spatio-angular

segmentation stage of our method. Figures A.1-A.3 explore the effect of varying the feature weights

on the accuracy, compactness, and consistency metrics for our method and the k-means baseline.
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For reference, results for the LFSP [127] algorithm using both ground-truth (LFSP-GT) and Wang

et al.’s [107, 108] (LFSP-Wang) method for disparity estimation are shown on each plot.

For the results presented in Section 5.2.4, we chose a spatial feature weight of 1 to increase

accuracy. At this level, our superpixels are approximately as compact as those of LFSP. However,

overall, at this weight our superpixel boundaries are sometimes less smooth than LFSP; here, com-

pactness is not a sufficient metric to describe the differences in boundary curvature.

As spatial feature weight !xy increases, our superpixels become increasingly compact and so

more regular in shape (bottom left, Fig. A.2 (a)). At comparable compactness to LFSP, we have

improved boundary recall and achievable accuracy, and lower undersegmentation error. For view

consistency we have lower self similarity error and fewer labels per pixel.

A.2 Large disparity light fields

We incrementally remove views from the HCI light fields (superpixel size = 20, !xy = 1; Fig. A.4).

The performance of our method follows the same trend as LFSP and k-means, while meeting our

goal of greater view-consistency.

A.3 HCI Per-Scene Quantitative Metrics

For completeness, we include the per-scene qualitative measures on the HCI dataset across Fig-

ures A.5 to A.7. We can see varying complexity across the datasets, e.g., papillon has relatively

easier boundaries, while horses has difficult boundary segmentation with text in the background.

Different techniques also perform better or worse on different datasets, e.g., our approach does well

on still life, but less well on papillon due to our weaker regularization for smooth untextured regions.
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(a) Increasing the CIELAB color weight improves performance on traditional 2D superpixel metrics but
decreases compactness, while slightly degrading performance on the light field specific metrics. Note that,
as the average labels per pixel metric does not include non-central occluded pixels, this baseline performs
strongly (as discussed in the main paper).

(b) A larger CIELAB color weight generates less compact superpixels.

Figure A.1: An evaluation of the effect of feature weight on clustering, as a demonstration of the trade-off
between boundary following and spatial/depth regularity. The superpixel size is fixed at 20.
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(a) Increasing the spatial feature weight improves compactness, while degrading performance on traditional
2D superpixel metrics. Performance on light field specific metrics is slightly improved. This improvement
may be attributed to the smaller perimeters of more compact superpixels: fewer edge pixels implies fewer
sub-pixel projection errors at superpixel boundaries.

(b) A larger spatial weight generates more compact superpixels, at the expense of boundary accuracy.

Figure A.2: An evaluation of the XY spatial feature weight on clustering. The superpixel size is fixed at 20.
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(a) When using ground-truth disaprity for the k-means baseline, we observe that increasing the weight of
the disparity feature improves performance on traditional metrics, while degrading performance on light field
specific metrics by a very small amount. Our results follow a similar trend. However, the results for the
k-means baseline with Wang et al.’s disparity are more unpredictable. This shows that the k-means baseline
is sensitive to errors in disparity estimation.

(b) A larger CIELAB color weight generates less compact superpixels.

Figure A.3: An evaluation of the disparity feature weight on clustering. The superpixel size is fixed at 20.
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Figure A.4: Performance on large disparity light fields. As the number of views decreases and the baseline
increases, the performance trends found at 9⇥9 views tend to be maintained.

Figure A.5: Self-similarity error measured over all light fields in the HCI dataset. This error provides a
measure of the consistency of superpixel shape across views; smaller errors indicate greater consistency.

Figure A.6: The average number of labels per pixel measured over all light fields in the HCI dataset. Smaller
values indicate that a greater number of pixels have a consistent label across views.
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Figure A.7: The achievable segmentation accuracy measured over all light field in the HCI dataset. The
achievable segmentation accuracy describes how well the segments align with the ground truth labels. Hence,
it provides a measure of the percentage of correctly labeled pixels. While ASA is not the same as object
segmentation accuracy, it provides an upper bound on the accuracy of an object-level segmentation based on
the current oversegmentation.

Figure A.8: Boundary recall measured over all light fields in the HCI dataset. Boundary recall measures the
fraction of ground truth edges which fall within a distance d of one or more super pixel boundary. Intuitively,
the higher the boundary recall, the better the superpixels adhere to object boundaries.

Figure A.9: Undersegmentation Error measured over all light fields in the HCI dataset. Undersegmentation
error measures the percentage of superpixels that extend over ground truth segment borders



96

Figure A.10: Compactness measured over all superpixels in the light fields of the HCI dataset. The compact-
ness is related to the ratio of area to perimeter, and larger values signify smoother superpixel boundaries.



Appendix B

Expanded Analysis of Edge-Aware
Bidirectional Diffusion

We include additional discussion covering the benefits over naive diffusion, consistency over views

within the 4D light field, tolerance to depth label errors and edge blur, robustness to hyperparameter

variation, details of dataset preprocessing, and an example of textures within dark backgrounds in

the Stanford dataset (Section B.1). Next, we present error maps comparing reprojection loss versus

our bidirectional diffusion approach (Section B.3), and error maps versus ground truth for the HCI

dataset (Section B.4). Finally, we show additional qualitative results on the Stanford dataset (Section

B.9) and an additional editing example (Figure B.10).

B.1 Additional Discussion

Naive Diffusion. In Figure B.1, we demonstrate visually that naively diffusing disparity labels

can be problematic because edge localization is ambiguous.

Multi-view Depth and Error. As ground truth disparity is only provided for the central view

of the HCI data set, and as the Stanford data set has no ground truth depth, we did not include

quantitative error evaluation across ‘4D’ views. Qualitatively, our method tends to produce results

that are consistent across views (Figure B.2).

Disparity Noise and Blur Tolerance. To show our robustness, we evaluate our method on noisy

disparity labels (Figure B.3) and low-gradient edges (Figure B.4). Our method provides greater

robustness to disparity errors than naive diffusion, and provides greater robustness via MSE to low-

gradient (or blurry) edges than two learning-based baselines.
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Figure B.1: Left: Naı̈vely diffusing disparity labels causes artifacts around edges due to ambiguity in the
localization of labels around edges. Right: Estimating the diffusion gradient removes this ambiguity and
yields sharp depth edges.

Figure B.2: (a) We visualize depth consistency for the highlighted epipolar line. (b) Our results are more
consistent than Shi et al. [93] across views (EPIs are scaled vertically for clarity).

Lenslet Distortion and EPFL Lytro Dataset. The Lytro light fields in the EPFL dataset are

provided decoded as MATLAB files. In general, while our method can handle small amounts of

distortion, the EPI-based edge detection stage expectedly fails when EPI features are no longer

linear. This is true for the edge views of Lytro light fields. As such, we only use the central 7⇥7

views of the EPFL scenes for all experiments.

Black Backgrounds and Stanford Dataset. Our EPI edge detector aggregates information from

all three channels in CIE LAB color space, which allows it to detect even faint edges. Thus, it

captures the subtle background texture on the black cloth in the Stanford dataset examples of single

objects; typically, this detail is not visible to the naked eye. This feature of our work also explains

why we do not incorrectly detect false edges in the Bunny scene (Figure 6.3).
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Figure B.3: Robustness of our method to noise in disparity labels. We compare our method to naive diffusion
on the Dino light field.

B.2 Expanded Results

We present qualitative results on the HCI dataset in Figure B.6, and expanded results on the real-

world Stanford scenes in Figure B.9. Our method produce stronger depth edges compared to the

baselines, and our smoothness regularization leads to fewer artifacts in textureless regions.

B.3 Diffusion Gradients as Self-supervised Loss

As in Section 6.2, we compare our method to a reprojection error loss. In Figure B.7, to complement

the quantitative MSE numbers in the main paper, we demonstrate the qualitative improvement from

our bidirectional diffusion gradient approach in comparison.

B.4 Error Maps

We visualize the absolute disparity error of all baselines and our method in Figure B.8. The baseline

methods produce larger errors around depth edges compared to our approach. This can be seen

in the fewer regions of red for our method compared to the baselines. The corresponding dense

disparity maps are shown in Figure 6.8. Qualitatively, our results are comparable to the learning-

based baselines [58, 93, 46] with fewer extreme errors around edges.
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Figure B.4: Robustness of our method to low-gradient edges (Dino light field; we compare to the methods of
Zhang et al. [125] and Jiang et al. [46] which have the best MSE and Q25 on this light field, respectively).

Figure B.5: Top: On the Stanford Bunny scene, enhanced image contrast shows the texture of the cloth in
the seemingly black background. Bottom: In EPI space (scaled vertically for clarity) the texture appears as
sloped lines, providing background disparity to methods that can exploit this subtle information.
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Figure B.6: Results on the synthetic light fields of the HCI dataset. Left to right: Jeon et al. [44], Zhang et
al [125], Jiang et al. [46], Shi et al. [93], Li et al. [58], our method, and finally, the ground truth. Qualitatively,
our results are comparable to the learning-based baselines [58, 93, 46] with fewer extreme errors around
edges.
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Figure B.7: Multiview reprojection error (center) as self-supervised loss for depth edge localization, com-
pared to our bidirectional diffusion gradients (right). We show absolute disparity error. Our method has lower
error around edges.
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Figure B.8: A visualization of the absolute disparity error for all baselines. Top to bottom: Jeon et al. [44],
Zhang et al [125], Jiang et al. [46], Shi et al. [93], Li et al. [58], and our method.
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Figure B.9: Results on light fields from the Stanford dataset. Top to bottom: Jeon et al. [44], Zhang et
al [125], Jiang et al. [46], Shi et al. [93], Li et al. [58] and our method.

Figure B.10: Additional light field editing results. Left: input scene. Center: Our editing results. Right,
clockwise from top-left: Detail of the unmodified light field image, Zhang et al. [125]’s editing result, Shi et
al. [93]’s editing result, and our result with fewer artifacts.



Appendix C

Expanded Analysis of Differentiable
Diffusion

C.1 Expanded Results

In Table C.1, we compare performance on the real-world Stanford and EPFL light fields, with the

methods of Zhang at al. [125], Li et al [58], Jiang et al. [46], Shi et al. [93], and the central-view

results of Chapter 6 (Ours-N). No ground truth depth data exists for these scenes. As a proxy for

depth accuracy we use reprojection error⇥10�2 in RGB color space induced by warping the central

view onto the corner views using the estimated disparity map.

Our approach is competitive or better than other methods except on the Chess light field, which

exhibits strong specular effects due to polished metal materials. However, featureless backgrounds

cause our edges to be diffuse (Figure C.2).

We also include error maps for all light field datasets, along with depth maps for all example

light fields listed in the main and supplemental documents. Please see Figures C.3 and C.4 for

synthetic scenes, Figures C.5 and C.6 for the Stanford scenes, and Figures C.7 and C.8 for the EPFL

scenes. For the additional results presented here, we only run a single pass over each parameter.

C.2 Noise Handling

We evaluate the robustness of our method to noise by randomly adding Gaussian noise of increasing

variance to 50% of the original points. We find our method robust to position noise and still capable

under significant disparity noise. Figure C.1 shows results for the Dino scene
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Table C.1: (Best viewed in color) Quantitative comparison of our method against five baseline
methods on real-world Stanford (top) and EPFL (bottom) datasets. As a metric, we use reprojection
error ⇥10�2 as a proxy for depth accuracy as no ground truth exists. The top three results are
highlighted in gold , silver , and bronze .

Light Fields
Reprojection Error

[125] [58] [46] [93] Ours-N Ours

Bulldozer 2.06 1.90 3.57 1.87 2.44 1.67
Bunny 1.18 1.08 1.57 1.08 1.10 0.96
Chess 1.72 3.19 1.63 1.54 1.66 2.22
Eucalyptus 1.19 1.03 1.55 1.11 1.14 1.01
Jelly Beans 1.36 1.78 1.71 1.40 1.68 1.27
Lego 3.13 3.50 4.98 2.57 3.19 2.38
Tarot 15.1 12.1 17.1 10.5 17.2 9.98
Treasure 2.51 1.89 2.35 1.96 2.18 1.87
Truck 1.49 1.39 1.80 1.33 1.37 1.24
Average 3.30 3.10 4.03 2.60 3.55 2.51

Bikes 2.26 4.85 2.24 5.13 2.39 2.24
Grid 3.33 6.46 3.05 6.84 3.20 2.87
Silos 1.77 3.34 1.85 3.41 2.01 1.69
Sphynx 2.37 4.80 2.31 5.21 2.50 2.30
Average 2.43 4.86 2.36 5.14 2.53 2.28

C.3 Point Sparsity

In Figure C.9, we evaluate the performance of the optimization routine by varying the point set size.

We observe that for the bad pixels metrics, the routine converges at the same minima even when

only half the original point set is used. For MSE, having more points is helpful. This is expected as

a larger point set is more helpful in filtering the effect of outliers.



107

Figure C.1: Robustness of our method to noise (Dino light field). The ground truth scene has mean disparity
-0.1 with SD 0.73.

C.4 Ray Attenuation Formula

The attenuation factor T at distance s from the image plane is defined as
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As �Z �! 0, the density contribution at any point s along the ray will come from only a single Gaussian.
Thus, we can write
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(Figure 7.5 describes the bounds [0, t].)
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Figure C.2: Our results on the real world light fields of the Stanford dataset.
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Figure C.3: Qualitative comparison of our method with all baselines on the HCI dataset, and the light fields
Living Room and Piano. From top to bottom: Zhang et al. [125], Li et al. [58], Jiang et al. [46], Shi et al. [93],
our non-differentiable method of Chapter 6 (Khan20), and our differentiable approach.
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Figure C.4: A visualization per-pixel L1 error for all methods (lighter regions have higher error). From top
to bottom: Zhang et al. [125], Li et al. [58], Jiang et al. [46], Shi et al. [93], our non-differentiable method of
Chapter 6 (Khan20), and our differntiable approach.
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Figure C.5: Qualitative comparison of our method with all baselines on the Stanford dataset. From top to
bottom: Zhang et al. [125], Li et al. [58], Jiang et al. [46], Shi et al. [93], our non-differentiable method of
Chapter 6 (Khan20), and our differentiable approach.

Figure C.6: A visualization of the reprojection error for all methods on the Stanford dataset (lighter regions
have higher error). From top to bottom: Zhang et al. [125], Li et al. [58], Jiang et al. [46], Shi et al. [93], our
non-differentiable method of Chapter 6 (Khan20), and our differentiable approach.
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Figure C.7: Qualitative comparison of our method with all baselines on the EPFL dataset. From top to
bottom: Zhang et al. [125], Li et al. [58], Jiang et al. [46], Shi et al. [93], our non-differentiable method of
Chapter 6 (Khan20), and our differentiable approach.
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Figure C.8: A visualization of the reprojection error for all methods on the EPFL dataset (lighter regions
have higher error). From top to bottom: Zhang et al. [125], Li et al. [58], Jiang et al. [46], Shi et al. [93], our
non-differentiable method of Chapter 6 (Khan20), and our differentiable approach.
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Figure C.9: We evaluate optimization performance with varying point set size. We report average perfor-
mance over all iterations on cotton and dino using 100%, 75% and 50% of the original point set.
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