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said “We feel it’s 3 to 1 the invasion will fail” that Kennedy would 
have called it off, but it surely would have made him think harder 
about authorizing what turned out to be an unmitigated disaster.12

Sherman Kent suggested a solution. First, the word “possible” 
should be reserved for important matters where analysts have to make 
a judgment but can’t reasonably assign any probability. So something 
that is “possible” has a likelihood ranging from almost zero to al-
most 100%. Of course that’s not helpful, so analysts should narrow 
the range of their estimates whenever they can. And to avoid confu-
sion, the terms they use should have designated numerical meanings, 
which Kent set out in a chart.13

certainty
the general area  

of possibility

100% Certain

  93%  (give or take about 6%) Almost certain

  75%  (give or take about 12%) Probable

  50%  (give or take about 10%) Chances about even

  30%  (give or take about 10%) Probably not

    7%  (give or take about 5%) Almost certainly not

    0% Impossible

So if the National Intelligence Estimate said something is “prob-
able,” it would mean a 63% to 87% chance it would happen. Kent’s 
scheme was simple—and it greatly reduced the room for confusion.

But it was never adopted. People liked clarity and precision in 
principle but when it came time to make clear and precise forecasts 
they weren’t so keen on numbers. Some said it felt unnatural or awk-
ward, which it does when you’ve spent a lifetime using vague lan-
guage, but that’s a weak argument against change. Others expressed 
an aesthetic revulsion. Language has its own poetry, they felt, and 
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row, that forecast cannot be judged, but if she predicts the weather 
tomorrow, and the day after, and the day after that, for months, her 
forecasts can be tabulated and her track record determined. If her 
forecasting is perfect, rain happens 70% of the time when she says 
there is 70% chance of rain, 30% of the time when she says there 
is 30% chance of rain, and so on. This is called calibration. It can 
be plotted on a simple chart. Perfect calibration is captured by the 
diagonal line on this chart:

pe
rc

en
ta

g
e 

co
r

re
ct

forecast

1

0.8

0.6

0.4

0.2

0
0 0.2 0.4 0.6 0.8 1

Picture-perfect calibration

If the meteorologist’s curve is far above the line, she is undercon-
fident—so things she says are 20% likely actually happen 50% of 
the time (see opposite page, top). If her curve is far under the line, 
she is overconfident—so things she says are 80% likely actually hap-
pen only 50% of the time (see opposite page, bottom).

This method works well for weather forecasts because there 
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Two ways to be miscalibrated: underconfident (over 
the line) and overconfident (under the line)
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Now, remember that these superforecasters are amateurs forecast-
ing global events in their spare time with whatever information they 
can dig up. Yet they have somehow managed to set the performance 
bar so high that even the professionals have struggled to get over it, 
let alone clear it with enough room to justify their offices, salaries, 
and pensions. Of course it would be wonderful to have a direct com-
parison between superforecasters and intelligence analysts, but such 
a thing would be closely guarded. However, in November 2013, the 
Washington Post editor David Ignatius reported that “a participant in 
the project” had told him that the superforecasters “performed about 
30 percent better than the average for intelligence community ana-
lysts who could read intercepts and other secret data.”11

IARPA knew this could happen when it bankrolled the tourna-
ment, which is why a decision like that is so unusual. Testing may 
obviously be in the interest of an organization, but organizations 
consist of people who have interests of their own, most notably pre-
serving and enhancing a comfortable status quo. Just as famous, 
well-remunerated pundits are loath to put their reputations at risk 
by having their accuracy publicly tested, so too are the power play-
ers inside organizations unlikely to try forecasting tournaments if it 
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means putting their own judgment to the test. Bob in the CEO suite 
does not want to hear, much less let others hear, that Dave in the mail 
room is better at forecasting the company’s business trends than he is.

And yet, IARPA did just that: it put the intelligence commu-
nity’s mission ahead of the interests of the people inside the intelli-
gence community—at least ahead of those insiders who didn’t want 
to rock the bureaucratic boat.

RESIST ING GRAVITY—BUT FOR HOW LONG?

The purpose of laying out an argument as I have done here is to 
convince the reader, but I hope you’re not convinced about these 
superforecasters—yet.

Imagine that I asked each of my 2,800 volunteers to predict 
whether a coin I am about to toss will land heads or tails. They do. I 
then flip the coin and record who got it right. I repeat this procedure 
104 times (the number of forecasts made in the first year of the tour-
nament). The results would look like a classic bell curve.
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tion between the heights of fathers and sons. We would find a strong 
but imperfect relationship, a correlation of about 0.5, as captured by 
the line running through the data points in the chart below. It tells 
us that when the father is six feet, we should make a compromise 
prediction based on both the father’s height and the population aver-
age. Our best guess for the son is five feet ten. The son’s height has 
“regressed toward the mean” by two inches, halfway between the 
population average and the father’s height.14

so
n

’s
 h

ei
g

h
t

 (
in

 i
n

c
h

es
)

father’s height (in inches)

5 ft. 10 in.

6 
ft

.

74

76

70

72

68

66

64

62

62 686664 70 72 74 76

Best prediction of heights of sons from heights of fathers, 
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But as I said, regression to the mean is as easy to forget as it is to 
understand. Say you suffer from chronic back pain. Not all days are 
the same. Some days, you feel fine; others, you feel some pain but not 
a lot; and occasionally it’s awful. Of course it’s when you have one of 
those awful days that you are most likely to seek help by visiting a ho-
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Frank and Nancy. In year 1, Frank does horribly but Nancy is out-
standing. On the bell curve below, Frank is ranked in the bottom 
1% and Nancy in the top 99%. If their results were caused entirely 
by luck—like coin flipping—then in year 2 we would expect both 
Frank and Nancy to regress all the way back to 50%. If their results 
were equal parts luck and skill, we would expect halfway regression: 
Frank should rise to around 25% (between 1% and 50%) and Nancy 
fall to around 75% (between 50% and 99%). If their results were 
entirely decided by skill, there would be no regression: Frank would 
be just as awful in year 2 and Nancy would be just as spectacular.
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Amount of luck in tournament determines amount of 
regression to the mean from one year to the next.

So how did superforecasters hold up across years? That’s the key 
question. And the answer is phenomenally well. For instance, in 
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a distinctive symbol in the center of its figures) and each column 
(each column must contain all three shapes). The correct answer is 
the second figure in the second row.3

?

Fluid intelligence as inductive spatial reasoning

High-powered pattern recognition skills won’t get you far, 
though, if you don’t know where to look for patterns in the real 
world. So we measured crystallized intelligence—knowledge—
using some U.S.-centric questions like “How many Justices sit on the 
Supreme Court?” and more global questions like “Which nations are 
permanent members of the UN Security Council?”

Before we get to the results, bear in mind that several thousand 
people volunteered for the GJP in the first year and the 2,800 who 
were motivated enough to work through all the testing and make 
forecasts were far from a randomly selected sample. That matters. 
Random selection ensures a sample is representative of the popu-
lation from which it’s drawn. Lacking that, we can’t assume our 
volunteers reflected the population at large, in the United States 
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0.05, whereas regular forecasters lost little even from rounding four 
times as large, to the nearest 0.2.22

Brian Labatte’s granularity isn’t bafflegab. It is precision—and a 
key reason why he is a superforecaster.

Most people never attempt to be as precise as Brian, preferring to 
stick with what they know, which is the two- or three-setting mental 
model. That is a serious mistake. As the legendary investor Char-
lie Munger sagely observed, “If you don’t get this elementary, but 
mildly unnatural, mathematics of elementary probability into your 
repertoire, then you go through a long life like a one-legged man in 
an ass-kicking contest.”23

Even very sophisticated people and organizations don’t push 
themselves to Brian’s level. To take just one example, the National 
Intelligence Council (NIC)—which produces the National Intelli-
gence Estimates that inform ultrasensitive decisions like whether to 
invade Iraq or negotiate with Iran—asks its analysts to make judg-
ments on a five- or seven-degree scale.
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chance
Probably,

likely
Almost

certainly

Remote
Very

unlikely Unlikely
Even

chance
Probably, 

likely
Very
likely

Almost
certainly

Degree of granularity inside the intelligence community

That’s a big improvement on a two- or three-setting dial—but 
it still falls short of what the most committed superforecasters can 
achieve on many questions. I have known people who served on the 
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an agreement on the continued presence of American troops—he 
made seventy-seven forecasts.

It may look as though Captain Minto is sailing straight for the 
Charybdis of overreaction. But I haven’t yet mentioned the magni-
tude of his constant course corrections. In almost every case they are 
small. And that makes a big difference.

As the Syrian civil war raged, displacing civilians in vast num-
bers, the IARPA tournament asked forecasters whether “the number 
of registered Syrian refugees reported by the United Nations Refugee 
Agency as of 1 April 2014” would be under 2.6 million. That ques-
tion was asked in the first week of January 2014, so forecasters had 
to look three months into the future. The answer turned out to be 
yes. Here is a chart of how Tim Minto updated his beliefs over those 
three months.
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The belief-updating style of a top superforecaster

Tim started off very slightly on the side of yes when the question 
opened, which made sense at the time. The target number was high, 
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mother of all cognitive illusions, the egocentric worldview that pre-
vents us from seeing any world beyond the one visible from the tips 
of our noses. Flynn saw mountains of bad news on his desk every 
day, and his conclusion felt right—so That Was All There Was. As a 
lifelong intelligence officer, Flynn knew the importance of checking 
assumptions, no matter how true they feel, but he didn’t because it 
didn’t feel like an assumption. It felt true. It’s the oldest trick in the 
psychological book and Flynn fell for it.

I am not belittling Michael Flynn. Quite the opposite: the fact 
that a man so accomplished made so obvious an error is precisely 
what makes the error notable. We are all vulnerable. And there’s no 
way to make ourselves bulletproof, as the famous Müller-Lyer optical 
illusion illustrates:

Müller-Lyer illusion

The top horizontal line looks longer than the line below it, but 
it’s not. If you are unsure, take out a ruler and measure. Once you 
are fully satisfied that the lines are identical, look again, but now try 
to see the lengths of the two lines accurately. No luck? You know 
the lines are the same. You want to see them that way. But you can’t. 
Not even knowing it’s an illusion can switch off the illusion. The 
cognitive illusions that the tip-of-your-nose perspective sometimes 
generates are similarly impossible to stop. We can’t switch off the 
tip-of-our-nose perspective. We can only monitor the answers that 
bubble up into consciousness—and, when we have the time and cog-
nitive capacity, use a ruler to check.

Viewed in this light, superforecasters are always just a System 2 

Tetl_9780804136693_2p_all_r1.indd   233 5/22/15   8:29 AM



	 Are They Really So Super?	 243

Precisely five months after Rumsfeld wrote his memo, a terrorist 
cell crashed jets into the Twin Towers and the Pentagon. The decade 
that followed was yet another that bore little resemblance to what the 
chattering classes expected at its launch.

Taleb, Kahneman, and I agree there is no evidence that geopo-
litical or economic forecasters can predict anything ten years out 
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Now comes the hardest-to-grasp part of Taleb’s view of the 
world. He posits that historical probabilities—all the possible ways 
the future could unfold—are distributed like wealth, not height. 
That means our world is vastly more volatile than most of us realize 
and we are at risk of grave miscalculations.

Let’s time travel back to the summer of 1914. World War I is 
about to break out. Imagine a senior official in the British Foreign 
Office has assumed (incorrectly) that the death tolls from wars up 
to that point in history are normally distributed around an average 
of one hundred thousand.13 His worst-case scenario is thus a war 
claiming about a million lives. Now he meets a forecaster who claims 
that Europe is about to plunge into a world war that will kill ten 
million—followed by another world war that will kill sixty million. 
The policy maker sees this combination of catastrophes as vanish-
ingly improbable—say, one in several million—so he dismisses the 
forecaster as a crackpot.

What would have happened if the policy maker had relied on a 
more realistic fat-tailed distribution of war casualties? He still would 
have seen the forecast as improbable, but it would now be thousands 
of times more probable than before.14 The impact would be anal-
ogous to your learning that your personal chances of winning the 
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Seen that way, it’s obvious that the big question is composed of many 
small questions. One is “Will North Korea test a rocket?” If it does, 
it will escalate the conflict a little. If it doesn’t, it could cool things 
down a little. That one tiny question doesn’t nail down the big ques-
tion, but it does contribute a little insight. And if we ask many tiny-
but-pertinent questions, we can close in on an answer for the big 
question. Will North Korea conduct another nuclear test? Will it 
rebuff diplomatic talks on its nuclear program? Will it fire artillery at 
South Korea? Will a North Korean ship fire on a South Korean ship? 
The answers are cumulative. The more yeses, the likelier the answer 
to the big question is “This is going to end badly.”
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Question clustering to accelerate learning

I call this Bayesian question clustering because of its family re-
semblance to the Bayesian updating discussed in chapter 7. Another 
way to think of it is to imagine a painter using the technique called 
pointillism. It consists of dabbing tiny dots on the canvas, nothing 
more. Each dot alone adds little. But as the dots collect, patterns 
emerge. With enough dots, an artist can produce anything from a 
vivid portrait to a sweeping landscape.

There were question clusters in the IARPA tournament, but they 
arose more as a consequence of events than a diagnostic strategy. In 
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