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At Data & Society, we advance public understanding of the 
social and cultural implications of data-centric technologies and 
automation. Through empirically grounded research and inclusive 
engagement, we work to ensure that knowledge guides the 
development and governance of technology.

This report presents an overview of institutional highlights 
from 2021.

ABOUT DATA & SOCIETY
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Dear Friends, 

At the end of 2021 — and our second year of working remotely – Data & Society 

has made incredible strides in pushing for decisions about technology to be 

undertaken deliberately, and with respect for human dignity. We launched our 

first policy engagement program, working to advance more justice-oriented 

policy instruments and prevent further tech-driven harms. We’ve broadened  the 

discourse on algorithmic governance, worker surveillance and monitoring in data-

centric workplaces, social media’s disenfranchisement of youth, and international 

platform governance. Our work increasingly centered on voices from outside the 

United States, and we were proud to work with partners around the world as we 

launched a shared exploration of AI in the majority world.   

I’m deeply grateful to everyone at Data & Society for their care for each other, 

and for the work we’ve engaged in together — through rigorous research and 

engagement — to build towards a society that is more just, equitable, and 

evidence-based in our use of technology. Our staff showed up every day not 

only to advance our external mission, but to contribute to our internal work of 

building a stronger, more equitable, and more responsive organization. And we’ve 

accomplished a lot on both fronts in 2021 because so many of our staff came 

together to do the hard work of listening to each other, sharing how we can 

improve, and building projects and programs to make change happen at  

Data & Society and in the world.

LETTER FROM THE EXECUTIVE DIRECTOR

https://datasociety.net/policy-engagement/
https://datasociety.net/library/assembling-accountability-algorithmic-impact-assessment-for-the-public-interest/
https://datasociety.net/library/the-constant-boss/
https://datasociety.net/library/electronic-visit-verification-the-weight-of-surveillance-and-the-fracturing-of-care/
https://datasociety.net/library/electronic-visit-verification-the-weight-of-surveillance-and-the-fracturing-of-care/
https://datasociety.net/library/the-unseen-teen/
https://datasociety.net/library/against-platform-determinism-2/
https://datasociety.net/events/parables-of-ai-in-from-the-global-south/
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As we look to the coming year, our work feels more pressing and urgent than 

ever. We are seeing rapid shifts in the use of AI and data-centric technologies, 

accompanied by increasing recognition of the need to balance the full-throated 

embrace of technology with protections against the violations of fundamental 

rights and freedoms these technologies have been shown to engender. It’s critical 

that these society-shaping debates are informed by groundbreaking, 

rigorous research. 

We look forward to continuing to expand and grow our work over the coming years, 

and invite you to join us in creating the future we want to see.

With thanks,

Janet Haven

Executive Director, Data & Society



ANNUAL REPORT 2021     Data & Society 4	
	

PEOPLE
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None of this work would be possible without our incredible network of staff, 
researchers, fellows, affiliates, advisors, and directors.

BOARD OF DIRECTORS
danah boyd
Founder and President of the Board, Data 

& Society; Partner Researcher, Microsoft 

Research

Catherine Bracy
Co-Founder and Executive Director, TechEqui-

ty Collaborative

Anil Dash
CEO, Glitch

Alexander Macgillivray
Former United States Deputy Chief Technolo-

gy Officer

Alondra Nelson
Professor of Sociology, Columbia University; 

President, Social Science Research Council

Dr. Charlton McIlwain
Vice Provost for Faculty Engagement & Devel-

opment, NYU

STAFF AND RESEARCHERS
Kevin Ackermann

Iretiolu Akinrinade

Sareeta Amrute

Dan Bouk

Jenna Burrell

Ania Calderon

Brian Callaci

Robyn Caplan

Irene Chung

Ronteau Coppin

Patrick Davison

Carly DeVries

Siera Dissmore

Nazelie Doghramadjian

Veronica Eghdami

Eli Eley

Audrey Evans

Livia Garofalo

Beth Garrett

Matt Goerzen

Joanna Gould

Rigoberto Lara Guzmán

Janet Haven

Sam Hinds

Camille Horton

Robyn Jackson

Neha Jattani

Charley Johnson

PEOPLE

https://datasociety.net/people/boyd-danah/
https://datasociety.net/people/bracy-catherine/
https://datasociety.net/people/dash-anil/
https://datasociety.net/people/macgillivray-alexander/
https://datasociety.net/people/nelson-alondra/
https://datasociety.net/people/mcilwain-charlton-d/
https://datasociety.net/people/mcilwain-charlton-d/
https://datasociety.net/people/ackermann-kevin/
https://datasociety.net/people/akinrin
https://datasociety.net/people/amrute-sareeta/
https://datasociety.net/people/bouk-dan/
https://datasociety.net/people/bouk-dan/
https://datasociety.net/people/jenna-burrell/
https://datasociety.net/people/jenna-burrell/
https://datasociety.net/people/calderon-ania/
https://datasociety.net/people/calderon-ania/
https://datasociety.net/people/callaci-brian/
https://datasociety
https://datasociety.net/people/chung-irene/
https://datasociety.net/people/coppin-ronteau/
https://datasociety.net/people/davison-patr
https://datasociety.net/people/devries-carly/
https://datasociety.net/people/dissmore-siera/
https://datasociety.net/people/doghramadjian-nazelie/
https://datasociety.net/people/veronica-eghdami/
https://datasociety.net/people/eley-eli/
https://datasociety.net/people/evans-audrey/
https://datasociety.net/people/garofalo-livia/
https://datasociety.net/people/garrett-beth/
https://datasoc
https://datasociety.net/people/gould-joanna/
https://datasociety.net/people/guzman-rigoberto-lara/
https://datasociety.net/people/haven-janet/
https://datasociety.net/people/hinds-sam/
https://datasociety.net/people/camille-horton/
https://datasoci
https://datasociety.net/people/neha-jattani/
https://datasociety.net/people/johnson-charley/
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Natalie Kerby

Molly Laas

CJ Brody Landow

Nicole Lee

Amanda Lenhart

Cristina G. López

Emma Margolin

Alexandra Mateescu

Camille May

Erin McAweeney

Jacob Metcalf

Emanuel Moss

Joan Mukogosi

Aiha Nguyen

Serena Oduro

Clara Park

Will Partin

Chris Redwood

Alex Rosenblat

Erin Saunders

Melinda Sebastian

Ranjit Singh

Brittany Smith

Lyndon Spicer

Emnet Tafesse

Moira Weigel

Eve Zelickson

FELLOWS
Tamara Nopper 
2021-22

Chaz Arnet 
2021-22

Murali Shanmugavelan 
2021-22

Shaka McGlotten 
2020-21

Meredith D. Clark 
2020-21

https://datasociety.net/people/
https://datasociety.net/people/laas-molly/
https://datasociety.net/people/cj-brody-landow/
https://datasociety.net/people/lee-nicole/
https://datasociety.net/people/lenhart-amanda/
https://datasociety.net/people/lopez-g-cristina/
https://datasociety.net/people/margolin-emma/
https://datasociety.net/people/mateescu-alexandra/
https://staging.datasociety.net/people/
https://datasociety.net/people/mcaweeney-erin/
https://datasociety.net/people/metcalf-jacob/
https://datasociety.net/people/moss-emanuel/
https://datasociety.net/people/mukogosi-joan/
https://datasociety.net/people/mukogosi-joan/
https://datasociety.ne
https://datasociety.net/people/serena-oduro/
https://datasociety.net/people/serena-oduro/
https://datasociety.net/people/clara-park/
https://datasociety.net/people/partin-william/
https://datasociety.net/people/redwood-christopher/
https://datasociety.net/people/rosenblat-alex/
https://datasociety.net/people/melinda-sebastian/
https://datasociety.net/people/singh-ranjit/
https://datasociety.net/people/smith-brittany/
https://datasociety.net/people/smith-brittany/
https://datasociety.net/people/
https://datasociety.net/people/emnet-tafesse/
https://datasociety.net/people/emnet-tafesse/
https://datasociety.net/people/weigel-moira/
https://datasociety.net/people/zelickson-eve/
https://datasociety.net/people/tamara-k-nopper/
https://datasociety.net/people/chaz-arnett/
https://datasociety.net/people/murali-shanmugavelan/
https://datasociety.net/people/mcglotten-shaka/
https://datasociety.net/people/clark-meredith-d/
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VALUES		      

INDEPENDENCE

Independence is the foundation of rigorous empirical research. We select projects, 
choose methodologies, and make publishing decisions based on our analysis of 
the issues at hand. We have specific requirements for accepting funding, and do 
not accept support that would compromise the independence or rigor of our work.

INTEGRITY

Organizational integrity requires trust, accountability, and transparency. We 
build trust and accountability through our independent research, our transparent 
funding relationships and organizational practices, and our inclusive outreach to a 
wide range of communities and individuals.

EQUITY

Individuals and their communities require respect and dignity. We recognize 
and embrace differences among us, and center these differences because of 
a fundamental respect for diversity and a desire to challenge existing power 
relations in data-centric fields. True commitment to this value requires equitable 
practices of hiring and retention, a centering of community experiences in our 
research, and an adherence to the principles of diversity, equity, and inclusion in all 
organizational activities and policies.

CREATIVITY

Non-traditional approaches are necessary to challenge existing structures of 
power and dominant narratives about data-centric technologies. Thus, we support 
interdisciplinary work. We enable research and engagement that values new forms 
of knowledge production, open experimentation, and a broad range of expertise to 
frame our culture and outputs.



THEORY OF CHANGE		      
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Our work is informed by these core concerns:

1.	� Data-centric technologies have social, cultural, and political 
implications that are far-reaching, unevenly distributed, and poorly 
understood.

2.	� Negative impacts of these technologies disproportionately cause 
harm to systematically marginalized populations.

3.	� Concentration of power in the technology industry, driven by the 
amassing of personal data by private companies, has significant 
implications for practicing democracy, and for governing data-centric 
technologies in relation to citizenship and human rights.

RESEARCH 

At Data & Society, we believe evidence and knowledge should guide the design and 
governance of data-centric and automated technologies. Our research both fills 
knowledge gaps in known territories and explores emerging domains, with the goal 
of increasing general understanding of the social and cultural implications of the 
technologies that have such a pervasive and subtle influence on the way we work 
and live. We build our research culture on work that is empirical and interdisciplinary, 
using a decolonialist framework, academic rigor, and orthogonal approaches to 
create maximum impact. Our research culture foregrounds these approaches:

THEORY OF CHANGE		      		      

pictured: data & society's 
Amanda Lenhart and Ranjit 
Singh in conversation with public 
health ethicist Amy Fairchild, 
and the head of policy at Ada 
Lovelace Institute Imogen Parker 
talking about Vaccine Passports  
in March 2021.

https://datasociety.net/library/vaccine-passports-with-ada-lovelace-institute/
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Empirical

The heart of our work is rooted in direct observation of the real world, and is 
often ethnographic, while we use other research methodologies that foreground 
computer science, socio-legal scholarship, and critical inquiry, all to gain a better 
understanding of emerging practices around data-centric technologies.

Interdisciplinary

The biggest challenges technologies pose to equity and justice require 
interdisciplinary thinking. We intentionally create areas of overlap and foster 
collaborations across disciplines. Our alumni span many fields and include social 
scientists, computer scientists, legal scholars, social advocates, practitioners, 
creators, and artists.

Anticolonial

Our research seeks to ask questions and confront issues in a way that centers 
race, class, gender, indigeneity, and their intersectionalities—both inside the 
United States and abroad. We develop and use novel participatory research 
approaches to assess data infrastructures and systems.

Rigorous

We do research that is methodologically sound, theoretically and analytically 
conscientious, and empirically grounded. All of our research is reviewed by peers 
who span many disciplines and fields. Additionally, we are experimenting with new 
ways to build further review and engagement into our processes.

Orthogonal

Our research seeks to tackle new and emerging domains and raise questions that 
have not yet been asked. We aim to explore questions in which the outcomes 
aren’t yet known or obvious, in areas where our conclusions may challenge existing 
assumptions.

Impactful

We believe that the knowledge and evidence we gather is necessary to effectively 
handle the implications of sociotechnical systems. We design our research to 
offer nuanced framings of the on-the-ground effects technical systems have in 
social, economic, and political contexts, centering concerns of equity and justice.
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OUR IMPACT
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We view our impact as more than just a numbers game. Starting with the premise 
that data is a social construct—that it communicates currently predominant values 
and norms, rather than any objective truth—we choose to report on our own impact 
in narrative form. We trace our research projects from concept to engagement to 
result via “impact stories” that take place over the course of months—if not years.

We understand our work to have impact in three major ways: 

CHANGING THE TERMS OF DEBATE 
We challenge the narrative of technology as social savior in policy and media 
environments, and we push for a shift to more nuanced and context-specific 
framings of technology’s role in society.

SHIFTING POWER
We inform emerging data governance in policy and practice with a rigorous, 
interdisciplinary evidence base, drawn from empirical research.

SHAPING POLICY AND PRACTICE IN DATA GOVERNANCE
We inform emerging data governance in policy and practice with a rigorous, 
interdisciplinary evidence base, drawn from empirical research.

The four impact stories that follow are selected from the much larger body of work 
that we undertook in 2021. They were chosen to illustrate the breadth of topics 
we address, and the variety of approaches we’re taking to increase our impact.

OUR IMPACT
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We marked the formal launch of our policy engagement work with the arrival of 
our first policy director in February 2021. Our network and staff include numerous 
policy and legal experts whose work demonstrates the value of connecting our 
research to policy action, including two former board members serving in the White 
House Office for Science and Technology Policy (OSTP), and a former researcher 
working as a senior advisor at National Institute of Standards and Technology 
(NIST). The launch of this work has tremendous potential for expanding the impact 
of our research, and has contributed to the development of a more sustained, 
organized policy engagement effort.  To help support this, we produced our first 
policy engagement strategy—outlining our goals, the tactics we use to achieve 
those goals, a rubric for prioritizing policy engagement opportunities, and details 
regarding team boundaries, failure modes, and the ways we measure success.  

CONNECTING EMPIRICAL RESEARCH
TO POLICY ENGAGEMENT 

datasociety.net

Policy Brief for Assembling 
Accountability report, Emanuel 
Moss, Elizabeth Anne Watkins, 
Ranjit Singh, Madeleine Clare 
Elish, and Jacob Metcalf, 
data & society, June 2021.

https://datasociety.net/library/assembling-accountability-algorithmic-impact-assessment-for-the-public-interest/
https://datasociety.net/library/assembling-accountability-algorithmic-impact-assessment-for-the-public-interest/
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Major outputs and impacts:

• �We wrote and released our first policy briefs, accompanying two of this year’s 
major research reports: Electronic Visit Verification: the Weight of Surveillance 
and the Fracturing of Care and Assembling Accountability: Algorithmic Impact 
Assessment for the Public Interest. 

• �We launched and continue to co-chair a working group on the algorithmic state 
at the Leadership Conference’s Civil Rights, Privacy, and Technology Table. 
Alongside multiple civil rights partners and tech policy organizations, we’re 
identifying opportunities for collective action, to ensure that government use of 
algorithmic systems prioritizes equity and economic justice.

• �We’ve organized and participated in a number of meetings with the White 
House OSTP, as well as with other federal agencies and members of Congress. 
Through these meetings, we’ve been working to establish Data & Society as a 
source of expertise by providing critical sociotechnical research on data-centric 
technology.

• �We contributed to numerous letters addressed to government agencies that 
called for regulation and guidance in AI policy, including a letter addressed to the 
White House OSTP and the Domestic Policy Council.

Electronic Visit Verification Policy 
Brief, by Serena Oduro, Brittany 
Smith, and Alexandra Mateescu, 
November 2021.

https://datasociety.net/library/electronic-visit-verification-the-weight-of-surveillance-and-the-fracturing-of-care/
https://datasociety.net/library/electronic-visit-verification-the-weight-of-surveillance-and-the-fracturing-of-care/
https://datasociety.net/library/assembling-accountability-algorithmic-impact-assessment-for-the-public-interest/
https://datasociety.net/library/assembling-accountability-algorithmic-impact-assessment-for-the-public-interest/
https://www.civilrightstable.org/
https://www.aclu.org/news/privacy-technology/how-artificial-intelligence-can-deepen-racial-and-economic-inequities/
https://www.aclu.org/news/privacy-technology/how-artificial-intelligence-can-deepen-racial-and-economic-inequities/
https://drive.google.com/file/d/11iqHs03dm96AlJi_YnxJ9y_sX3lqURLt/view?usp=sharing
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There is near-universal consensus that algorithmic systems disproportionately 
harm systematically excluded groups; this harm tends to make itself known only 
after the systems have already been integrated into society. Assessments of this 
harm, however, are often limited—by the scope of harms considered, the set of 
stakeholders who participate, and the difficulties involved in crafting mechanisms 
of accountability. Algorithmic systems are shaped by design decisions and the 
practicalities of their integration into social structures, but they should also be 
directly accountable to those  affected by them. Over the next three to five years, 
we expect to see governments across the globe codifying more laws concerning 
the regulation of algorithmic systems—AI systems in particular. Throughout 2021, 
we have been exploring how these assessments are made and engaging partner 
organizations about how to influence related policy and legislation.

Major outputs and impacts:

• �After two years of research, we released our report Assembling Accountability: 
Algorithmic Impact Assessment for the Public Interest. It was released alongside 
our first policy briefing, which laid out a series of policy recommendations 
based on the report. The report 
was presented at the 2021 
ACM Conference on Fairness, 
Accountability, and Transparency, 
which was co-chaired in 2021 by 
Data & Society affiliate Madeleine 
Clare Elish. 

• �Ahead of the release of the 
revised version of the Algorithmic 
Accountability Act of 2019, we 
served as expert advisors to 
Senator Ron Wyden’s staffers as 
the bill took shape. 

DEFINING EVIDENCE-BASED SOLUTIONS: 
ACCOUNTABLE ALGORITHMS

Assembling Accountability: 
Algorithmic Impact Assessment 
for the Public Interest, Emanuel 
Moss, Elizabeth Anne Watkins, 
Ranjit Singh, Madeleine Clare 
Elish, and Jacob Metcalf,  
data & society, June 2021.

https://datasociety.net/library/assembling-accountability-algorithmic-impact-assessment-for-the-public-interest/
https://datasociety.net/library/assembling-accountability-algorithmic-impact-assessment-for-the-public-interest/
https://datasociety.net/library/assembling-accountability-algorithmic-impact-assessment-for-the-public-interest/
https://dl.acm.org/doi/10.1145/3442188.3445935
https://dl.acm.org/doi/10.1145/3442188.3445935
https://dl.acm.org/doi/10.1145/3442188.3445935
https://www.congress.gov/bill/116th-congress/house-bill/2231
https://www.congress.gov/bill/116th-congress/house-bill/2231
https://datasociety.net/library/assembling-accountability-algorithmic-impact-assessment-for-the-public-interest/
https://datasociety.net/library/assembling-accountability-algorithmic-impact-assessment-for-the-public-interest/
https://datasociety.net/library/assembling-accountability-algorithmic-impact-assessment-for-the-public-interest/
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•�We published an op-ed in Slate, “A New Law Could Actually Hold Big Tech 
Accountable for Its Algorithms,” outlining the strengths of this legislative 
approach to tech accountability—including its requirement that companies 
consult with impacted communities, and stressing the validity of impact 
assessments as a way to hold tech companies responsible.

• �We worked with experts on emerging regulations in the EU, US, and Canada to 
engage our key audiences, including policy actors, media, community advocates, 
and the designers of algorithmic systems. This culminated in our event 
Algorithmic Governance and the State of Impact Assessment in the EU, US, and 
Canada. 

• �We released a report by Dan Bouk, House Arrest: How An Automated Algorithm 
Constrained Congress for a Century, about the current use of algorithms 
in democratic process. The report focuses on how an automated algorithm 
implemented in the 1930s has led to an imbalance of power in Congress that 
lasts to this day.

• �We designed a three-year project to develop a public-interest Algorithmic Impact 
Assessment methodology: the Algorithmic Impact Methods Lab (AIMLab). 

How an Automated Algorithm 
Has Constrained Congress 
for a Century

Dan Bouk

House Arrest

House Arrest: How An 
Automated Algorithm 
Constrained Congress For 
A Century by Dan Bouk, 
data & society, April 2021.

https://slate.com/technology/2022/02/algorithmic-accountability-act-wyden.html
https://slate.com/technology/2022/02/algorithmic-accountability-act-wyden.html
https://datasociety.net/library/algorithmic-governance-and-the-state-of-impact-assessment-in-the-eu-us-and-canada/
https://datasociety.net/library/algorithmic-governance-and-the-state-of-impact-assessment-in-the-eu-us-and-canada/
https://datasociety.net/library/house-arrest/
https://datasociety.net/library/house-arrest/
https://datasociety.net/library/house-arrest/
https://datasociety.net/library/house-arrest/
https://datasociety.net/library/house-arrest/
https://datasociety.net/library/house-arrest/
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This work is led by our Labor Futures initiative, which centers workers’ 
concerns in order to envision fair and just labor conditions in data-centric 
work environments. That team, which includes seasoned labor advocates and 
ethnographers, works closely with other teams at Data & Society, pulling in 
expertise on data and health, online organizing, algorithmic governance, policy, 
and creative communications practices, all of which broaden and deepen the 
impact of our work. 

Major outputs and impacts:

• �We released three major reports in 2021, including The Constant Boss, by 
program director Aiha Nguyen; Puppet Entrepreneurship, by researcher Brian 
Callaci; and Electronic Visit Verification: the Weight of Surveillance and the 
Fracturing of Care, by researcher Alexandra Mateescu.

• �We prepared comments for the OSTP’s Public and Private Sector Uses of 
Biometric Technologies RFI, based on our Electronic Visit Verification report,  
in coalition with other organizations to oppose the government’s use of 
biometric technologies.

ENGAGEMENT AND COALITIONS 
FOCUSING ON THE FUTURE OF WORK 

Lorem ipsom lorem ipsum 
lorem ipsum lorem ipsum 
lorem ipsum. Lorem 

Electronic Visit Verification: 
the Weight of Surveillance and 
the Fracturing of Care, 
Alexandra Mateescu, data & 
society, November 2021.

58Electronic Visit Verification:  
The Weight of Surveillance and the Fracturing of Care

about who deserves support and who does not. In mid-2021, Congress sought to 

pass legislation that would introduce $400 billion in investment into the industry, 

including wage increases and better training and benefits for workers. In subsequent 

legislation, this number has since been reduced by more than half. National Domestic 

Workers Alliance co-founder Ai-jen Poo has called the measure “one of the single 
most impactful plans to address racial and gender inequity in our economy.”142 
Despite this progress, advocates have pointed out that it is still not enough to 
enact substantial reform and meet the growing demand.143 And greater investment 
may not be not enough if those investments do not center workers and the people 
they assist. As communications scholar and designer Sasha Costanza-Chock has 
noted, the design of new technologies “requires full inclusion of, accountability 
to, and ultimately control” by people with direct lived experience.144 The work that 
remains is to listen to the people most affected to create a care system built on 
mutuality and support rather than one that is extractive and carceral.

142 Lauren Gambino, “How Biden’s $2tn Infrastructure Plan Seeks to Achieve Racial Justice,” The Guardian, 
April 5, 2021, https://www.theguardian.com/us-news/2021/apr/05/joe-biden-2tn-infrastructure-plan-
racial-justice.

143 Leigh Ann Caldwell. “Biden wants billions for elder care. So far, Democrats are giving less than half,” 
NBC News, September 10, 2021. https://www.nbcnews.com/politics/congress/biden-wants-billions-
elder-care-far-democrats-are-giving-less-half-rcna1975.

144 Sasha Costanza-Chock, Design Justice: Community-Led Practices to Build the Worlds We Need 
(Cambridge: The MIT Press, 2020).

38Electronic Visit Verification:  
The Weight of Surveillance and the Fracturing of Care

DIGITAL HOUSE ARREST:
EVV AS WELFARE 

SURVEILLANCE

24Electronic Visit Verification:  
The Weight of Surveillance and the Fracturing of Care

THE DIGITAL WITNESS:
QUANTIFYING CARE LABORThe Weight of Surveillance  

and the Fracturing of Care

Alexandra Mateescu

Electronic Visit  
Verification

https://datasociety.net/library/the-constant-boss/
https://datasociety.net/library/puppet-entrepreneurship/
https://datasociety.net/library/electronic-visit-verification-the-weight-of-surveillance-and-the-fracturing-of-care/
https://datasociety.net/library/electronic-visit-verification-the-weight-of-surveillance-and-the-fracturing-of-care/
https://www.federalregister.gov/documents/2021/10/08/2021-21975/notice-of-request-for-information-rfi-on-public-and-private-sector-uses-of-biometric-technologies
https://www.federalregister.gov/documents/2021/10/08/2021-21975/notice-of-request-for-information-rfi-on-public-and-private-sector-uses-of-biometric-technologies
https://datasociety.net/library/electronic-visit-verification-the-weight-of-surveillance-and-the-fracturing-of-care/
https://datasociety.net/library/electronic-visit-verification-the-weight-of-surveillance-and-the-fracturing-of-care/
https://datasociety.net/library/electronic-visit-verification-the-weight-of-surveillance-and-the-fracturing-of-care/
https://datasociety.net/library/electronic-visit-verification-the-weight-of-surveillance-and-the-fracturing-of-care/
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• �We partnered with the Tech Worker Coalition to publish a series of posts on our 
Points blog about the impact that changing labor conditions in the pandemic 
have had on workers.

• �We built new bridges for collaboration through our academic workshops, 
including The Hustle Economy: Race, Gender, and Digital Entrepreneurship. This 
event brought Data & Society’s Sareeta Amrute together with Tressie McMillan 
Cottom, an associate professor at the University of North Carolina, and Lana 
Swartz, an assistant professor of media studies at the University of Virginia.  
This online, collaborative program provided space for deep dives into academic 
works-in-progress.

Work Under 
Digital Surveillance

Aiha Nguyen

The Constant 
Boss

The Constant Boss,
Aiha Nguyen, 
data & society, May 2021.

Puppet Entrepreneurship,  
Brian Callaci, 
data & society, January 2021

https://techworkerscoalition.org/
https://points.datasociety.net/tech-work-under-the-pandemic-f2af90b1809a
https://datasociety.net/announcements/2021/01/26/the-hustle-economy-race-gender-and-digital-entrepreneurship/
https://datasociety.net/people/amrute-sareeta/
https://sils.unc.edu/people/faculty/profiles/Tressie-McMillan-Cottom
https://sils.unc.edu/people/faculty/profiles/Tressie-McMillan-Cottom
http://llaannaa.com/
http://llaannaa.com/
http://llaannaa.com/
https://datasociety.net/library/the-constant-boss/
https://datasociety.net/library/puppet-entrepreneurship/
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Over the past year we have been increasingly concerned with the governance of 
tech platforms, and how trustworthy and safe they are for users. To help address this 
concern, we have built a research agenda that focuses on platform governance: a 
broad area of research dedicated to the norms, rules, and regulations through which 
platforms are governed, and by which they govern their users. Specific research 
projects have zeroed in on how different users interact with and are treated by 
different platforms. We partnered with international research centers, worked 
directly with communities that are often overlooked by platform safety rules, and 
engaged regulators, policymakers, and industry leaders with our findings. 

Major outputs and impacts:

• �In January 2021 we hosted our first completely online academic workshop, 
Against Platform Determinism, led by William Partin, Meredith D. Clark, and Robyn 
Caplan. Out of close to 450 applications, 60 participants were selected from 
various career stages, specialties, sectors, and global locations; and from a range 
of disciplines, including legal, organizational, activist, policy, media, and platform 
domains. Paper topics spanned subjects including alternative internet histories; 

QUESTIONING THE GOVERNANCE AND 
SAFETY OF PLATFORMS 

The Against Platform 
Determinism workshop featured 
civic leaders and emerging 
scholars during lightning talks 
and small group discussions.

https://datasociety.net/library/against-platform-determinism-2/
https://datasociety.net/people/partin-william/
https://datasociety.net/people/clark-meredith-d/
https://datasociety.net/people/caplan-robyn/
https://datasociety.net/people/caplan-robyn/
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 The Unseen Teen, Amanda 
Lenhart and Kellie Owens, 
data & society, May 2021.

platform deaths; culture industries, subcultures, and modes of resistance; 
mediation of platforms through infrastructure; and multistakeholderism and 
influence.

• ��Following this successful academic workshop, we have been building 
transnational networks to bring together global collaborative conversations. 
Data & Society is proud to be a founding member of the Platform Governance 
Research Network, working with organizations who are based in 18 countries 
across 6 continents.

• �To help foster this conversation, the Platform Governance Research Network 
held its first annual conference in March of this year. The conference as a whole 
had 1,000 registered participants, and our keynote panel (which featured 
Chinmayi Arun, Tarleton Gillespie, and Anne Cheung) had 250 participants. 

• �We released a major report, The Unseen Teen: The Challenges of Building Healthy 
Tech for Young People, about how adolescent well-being is prioritized (or not) in the 
design and development of popular social media and gaming platforms. Informed 
by interviews with tech industry professionals, the report found that young users 
are often treated as an afterthought and not included in the typical definition of 
an “average user.” To help combat how young people have been overlooked by 
platforms, we produced tip sheets for regulators and civil society, as well as for 
tech companies and people who work in the industry, stressing that the digital 
well-being of adolescent users should be handled with care and respect.

Lorem ipsom lorem ipsum 
lorem ipsum lorem ipsum 
lorem ipsum. Lorem 

The Challenges of 
Building Healthy Tech 
for Young People

Amanda Lenhart
Kellie Owens

The 
Unseen 

Teen

Page 35

The Unseen Teen:
The Challenges of Building Healthy Tech for Young People

Amanda Lenhart 
Kellie Owens Contents Part 1 Part 2 Part 3

Levers of Change for Regulators and 
Civil Society

One of the goals animating this research was to 

better understand product development inside 

many of the most popular and well-known social 

games and platforms, and to evaluate the potential 

impact of these processes and practices on the 

health of adolescents. We also wanted to under-

stand what provokes change in these systems. 

What drives companies to think more rigorously 

about health, digital well-being and the impact of 

their products on young people—and not just their 

imagined average user?

• Outside pressure works

We asked our respondents about what levers drove 

change within their companies. We heard that 

outside pressure from negative media attention, 

civil society, and regulators—and the fear of these 

things—have the most impact in pushing organiza-

tions to change their behavior.

Page 41

The Unseen Teen:
The Challenges of Building Healthy Tech for Young People

Amanda Lenhart 
Kellie Owens Contents Part 1 Part 2 Part 3

Best Practices for Companies  
and Workers 

What should companies and workers do to ensure 

that technology is designed to minimize harm 

and promote adolescent and user well-being from 

its inception? While broader structural changes 

are likely necessary to fully center health and 

well-being online, there are plenty of concrete 

opportunities for change at the company level 

that would keep companies both accountable for 

the potential negative impacts of their platforms, 

and responsible for actively promoting civility and 

health. Because healthy technology use is difficult 

to define and means different things to different 

people and populations, a one-size-fits-all approach 

to digital well-being is insufficient. Instead, compa-

nies will need to build a comprehensive strategy for 

improving well-being that remains nimble enough to 

address new situations as they arise:

“It’s got to be a lot of things working to-

gether and not just one or two things. And 

everyone thinks, ‘Oh, could we just have 

this new policy. No that’s not going to do 

it. Oh, we could add this platform feature. 

No, that’s not going to do it. Oh if we did 

this education campaign. Well, who’s doing 

https://datasociety.net/library/the-unseen-teen/
https://platgov.net/
https://platgov.net/
https://www.cigionline.org/events/first-annual-conference-platform-governance-research-network/
https://datasociety.net/library/the-unseen-teen/
https://datasociety.net/library/the-unseen-teen/
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ENGAGEMENT
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pictured: 
Databite 'For Leaders and 
Researchers: Bringing Equity into 
the Remote Workplace' featuring 
(L-R top to bottom) Yang Hong, 
Rigoberto Lara Guzmán, Ellen 
Pao, and McKensie Mack.

Over the course of 2021, we continued to hold all our events virtually. The chief 
advantage of an all-virtual format is that we have vastly expanded the geographic 
range of our audiences, and it has become much easier to work with organizations 
based outside the US. We have adapted to this virtual, global model by timing 
events so that audiences around the world can access them at a reasonable hour. 

These programs have included our Databites series, academic workshops, 
network talks, and events held in collaboration with our partners. Our events 
bring together diverse communities to reframe the way our audiences—be 
they policymakers, academics, media, or civil society—think about their social 
relationship with technology. 

Some examples of our responsive virtual programming:

• Academic Workshop: Trust and Doubt in Public-Sector Data Infrastructures

• Network Talk: Can’t Pay, Won’t Pay

ENGAGEMENT

https://datasociety.net/library/databites/
https://datasociety.net/library/trust-and-doubt-in-public-sector-data-infrastructures/
https://datasociety.net/library/cant-pay-wont-pay/
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• Databite No. 142: Vaccine Passports with Ada Lovelace Institute

• Storytelling Workshop: Parables of AI in/from the Global South

• �Podcast Series with Public Books: Co-produced by Data & Society and Public 
Books, “Becoming Data” is the third season of Public Books 101, a podcast that 
turns a scholarly eye towards a world worth studying. The first episode premiered 
Monday, May 17, 2021.

Episode 1: Becoming Data - Data & Humanity with Mimi Onuoha, Lam Thuy 
Vo and Natalie Kerby, Data & Society & Public Books, May 2021.

Episode 2: Becoming Data - Data & Labor with Shaka McGlotten, Chris 
Ramsaroop and Natalie Kerby, Data & Society & Public Books, June 2021.

Episode 3: Becoming Data - Data, AI & Automation, with Arthur Gwagwa, 
Deb Raji, and Natalie Kerby, Data & Society & Public Books, June 2021.

Episode 4: Becoming Data - Data & Infrastructure, with Laura Forlano, 
Ranjit Singh, and Natalie Kerby, Data & Society & Public Books, June 2021.

Episode 5: Becoming Data - Data & Racial Capitalism with Sareeta Amrute 
& Emiliano Treré, Data & Society & Public Books, June 2021.

Our researchers also published  
numerous academic articles  
and op eds in partnership with  
major media outlets including  
How to Keep Kids Safe Online?  
Ask Videogame Designers,  
by Amanda Lenhart,  
the independent, October 
2021, and State efforts to curb 
porch theft has another potential 
victim: delivery workers, by  
Aiha Nyguen and Eve Zelickson,  
fast company, December 2021.

https://datasociety.net/library/vaccine-passports-with-ada-lovelace-institute/
https://datasociety.net/events/parables-of-ai-in-from-the-global-south/
https://datasociety.net/library/episode-1-data-humanity/
https://datasociety.net/library/episode-2-data-labor/
https://datasociety.net/library/episode-3-data-ai-automation/
https://datasociety.net/library/episode-4-data-infrastructure/
https://datasociety.net/library/episode-5-data-racial-capitalism/
https://www.theinformation.com/articles/how-to-keep-kids-safe-online-ask-videogame-designers
https://www.theinformation.com/articles/how-to-keep-kids-safe-online-ask-videogame-designers
https://www.fastcompany.com/90707096/state-efforts-to-curb-porch-theft-has-another-potential-victim-delivery-workers
https://www.fastcompany.com/90707096/state-efforts-to-curb-porch-theft-has-another-potential-victim-delivery-workers
https://www.fastcompany.com/90707096/state-efforts-to-curb-porch-theft-has-another-potential-victim-delivery-workers
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FELLOWSHIPS
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Since our launch in 2014, Data & Society has hosted a variety of practitioners and 
academics: data scientists and engineers, lawyers and librarians, ethnographers and 
creators, historians and activists. In 2021, two Data & Society fellows completed 
their time with us:

Meredith D. Clark, Ph.D. is an assistant professor in the media studies 
department at the University of Virginia. Clark began the fellowship intent on 
digging into the issue of misinformation vis-a-vis the exploitation of Black 
women’s online identities. In the course of her research, the project evolved 
from theory to practice: now she is working to develop a community-based 
social networking app that is built on values espoused by Black feminists and 
womanists, as well as nonbinary and gender-nonconforming Black folks who 
identify as femme. She spent most of the fellowship year working on a project 
collecting data about newsroom diversity. We’re pleased to share that this effort 
(News Leaders Association’s Transformative Transparency Project) is in its pilot 
stage, and has gone out to the field.

Shaka McGlotten is a professor of media studies and anthropology at SUNY 
Purchase, where they also serve as chair of the gender studies and global Black 
studies programs. They have published three episodes of an approximately 
15 minute video essay called “Racial Chain of Being: The More Things Change.” 
The video essay brings together reflections on scientific racism both past 
and present, the seminal essay “The Cyborg Manifesto” by anthropologist and 
pioneering feminist science and technology studies scholar Donna Haraway, and 
various autobiographical and pedagogical materials. The essay uses the figure 

FELLOWSHIPS

pictured: 
Meredith D. Clark &  
Shaka McGlotten speaking  
at Databite 'Moving Through 
Molasses: On Intellectual Labor, 
Productivity, and Belonging'.

https://www.newsleaders.org/transformative-transparency-project
https://vimeo.com/509618379/97a53f3fd5
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of the chain to link its themes together: the “chain” refers to the “Great Chain of 
Being”—a medieval, hierarchical structure of all matter and life that contained an 
early formulation of racial hierarchies—and also refers to the ways learning and 
its radical potential connect Shaka to their father, a US Army veteran and former 
Black Panther; as well as to their students, who seek to bring new forms of Black 
thought and life into being.
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Alfred P. Sloan Foundation

American Council of Learned Societies

Australian Research Funding Council

Craig Newmark Philanthropies

Ford Foundation

John D. and Catherine T. MacArthur Foundation

John S. and James L. Knight Foundation

Luminate

Media Democracy Fund

National Conference on Citizenship

National Science Foundation

New Venture Fund

Open Society Foundations

Patrick J. McGovern Foundation

Pivotal Ventures

Robert Wood Johnson Foundation

Siegel Family Endowment

Someland Foundation

University of Pennsylvania

William and Flora Hewlett Foundation

SUPPORTERS
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Adhering to our values of integrity and independence, we publish our 990s and 
audited financial statements annually on our website. Data & Society welcomes 
questions about our sources of funding and allocation of resources.

FINANCIALS

https://datasociety.net/about/#who-funds-us
https://datasociety.net/about/#who-funds-us
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We are gratified and inspired by the ways our staff, our network, and our supporters 
have stepped up to meet the challenges of the past year. Thank you to everyone 
who worked with Data & Society over 2021—we look forward to continuing our 
important work of research, engagement, and connection.

Special thanks to everyone who contributed to this report, and thanks to our report 
designer Christine Sullivan at cstudiodesign. 

ACKNOWLEDGEMENTS

http://cstudiodesign.com/

	_17dp8vu
	_3rdcrjn
	_lnxbz9
	_35nkun2

