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Introduction 
Optical	character	recognition	(OCR)	is	the	process	

of	 extracting	 text	 from	 images.	 The	 final	 results	 are	
machine	 readable	 versions	 of	 the	 original	 images.	
Nowadays	 every	 modern	 scanner	 comes	 with	 some	
kind	of	OCR,	but	the	results	may	not	be	satisfying	when	
the	OCR	is	applied	to	historical	texts,	that		

1. do	not	use	standard	fonts,	
2. are	not	printed	by	a	machine,	
3. have	varying	paper	and	font	quality.	

	Furthermore,	historical	texts	are	not	passed	down	
through	the	centuries	in	their	entirety	but	rather	con-
tain	lacunae	and	fragmentary	words.	This	makes	auto-
matic	post-correction	more	difficult	on	historical	texts	
than	on	modern	ones.	

We	 used	 two	 tools	 to	 create	 language-	 and	 even	
document-	specific	recognition	patterns	(or	so-called	
models)	to	recognize	printed	Coptic	texts.	Coptic	is	the	
last	stage	of	the	pre-Arabic,	indigenous	Egyptian	lan-
guage.	It	was	used	to	create	a	rich	and	unique	body	of	
literature:	 monastic,	 “Gnostic,”	 Manichaean,	 magical	
and	medical	texts,	hagiographies,	and	biblical	and	pa-
tristic	 translations.	We	 found	 that	 Coptic	 texts	 have	
properties	which	make	them	excellent	candidates	for	
reading	 by	 computers.	 The	 characters	 can	 easily	 be	

distinguished	due	to	their	limited	number	and	the	fact	
that	almost	all	the	hand-written	texts	exhibit	charac-
ters	with	highly	consistent	forms.	

Related Work 
The	process	of	digitizing	historical	documents	can	

be	split	up	into	at	least	three	major	steps:	(1)	pre-pro-
cessing,	 (2)	 text	 prediction	 (OCR),	 and	 (3)	 post-pro-
cessing	or	correction.	

Although	 many	 works	 already	 tackled	 subprob-
lems	(He	et	al,	2005;	Gupta	et	al,	2007;	Kluzner	et	al,	
2009),	 Springman	 et	 al.(2014)	 presented	 the	 first	
complete	approach	containing	all	major	steps	for	his-
torical	Greek	and	Latin	books.	

The	first	OCR	results	for	printed	Coptic	texts	were	
achieved	by	Mekhaiel	(see	Moheb’s	Coptic	Pages)	by	us-
ing	Tesseract	to	create	a	model	for	Coptic	texts.	Tesser-
act	assumes	that	the	image	was	printed	with	a	stand-
ardized	 font.	Although	 it	 can	be	 trained	 to	use	many	
different	 fonts,	 creating	 a	 general	model	 that	would	
satisfy	scholars	is	not	feasible.	In	the	end,	this	model	is	
sufficient	 for	pure	printed	Coptic	 texts,	but	creates	a	
lot	of	noise	for	texts	with	mixed	languages	or	annota-
tions.	 Such	 drawbacks	 can	 be	 easily	 overcome	 by	
checking	against	a	dictionary,	but	historical	languages	
often	do	not	have	a	dictionary	that	could	be	considered	
complete,	and	the	texts	might	only	be	fragments	that	
require	further	analysis.	

The	 recognition	 itself	 is	 performed	 by	 either	
Ocropy	 (Breuel,	 2008)	 or	 Tesseract.	 Potentially,	 all	
character-based	 texts	 can	 be	 recognized.	 However,	
even	 though	 Mekhaiel	 provided	 a	 Coptic	 model	 for	
Tesseract,	we	were	never	able	to	achieve	satisfying	re-
sults	on	images	which	were	not	pre-processed.	

Data Used 
For	 training	 and	 testing,	 an	 expert	 on	Coptic	 cre-

ated	a	clean	version	and	transcription	of	Kuhn’s	1956	
edition	“Letters	and	sermons	of	Besa.”	This	will	also	be	
made	available	to	the	interested	public.		

Besa	is	a	fifth-century	abbot	of	a	monastery	in	Up-
per	Egypt	and	Coptic	writer,	whose	literary	legacy	con-
sists	mainly	of	letters	to	monks	and	nuns	on	questions	
of	monastic	life	and	discipline.		

Simplified	pages	were	created	to	find	the	limits	of	
the	trained	models	with	optimal	input	data.	Since	cre-
ating	simplified	pages	consumes	a	lot	of	time,	we	con-
sider	 this	 task	 as	 impractical	 for	 real	 use	 scenarios.	
Nevertheless,	 the	 results	 on	 these	 simplified	 pages	
show	the	best	possible	prediction.	



In	Fig.	1	all	characters	and	symbols	that	are	going	
to	be	removed	are	marked	red.	The	resulting	simpli-
fied	image	can	be	seen	in	Fig.	2.	By	procedure,	adjacent	
characters	that	are	supposed	to	form	one	word	are	cut	
apart	by	gaps.	Those	gaps	are	going	to	be	predicted	dif-
ferently	by	the	two	OCR	engines.		
	

	
	
Fig.1, Original Image (excerpt), red elements are missing in 

the simplified version 

	
	

	
Fig. 2, Simplified version (excerpt) 

Methodology 
There	are	two	methods	to	train	for	Coptic	texts:		

(i) Tesseract	 needs	 a	 font	 as	 the	 baseline	 and	
matches	 the	 found	 letters	 against	 this	 font.	
This	can	be	highly	convenient	since	fonts	do	
not	 show	 many	 variations	 within	 a	 single	
document.	Additional	 fonts	can	be	 incorpo-
rated	into	the	model	with	the	drawback	that	
the	prediction	requires	more	computational	
time.	So	far,	we	have	used	Mekhaiel’s	origi-
nal	model,	and	we	are	currently	experiment-
ing	by	adding	document-specific	characters	
to	 increase	 the	 accuracy	 of	 a	 single	 docu-
ment.	

(ii) Ocropy,	on	the	other	hand,	does	not	require	
a	font.	For	training,	it	requires	only	a	partial	
transcription:	 the	 ground	 truth.	 This	 tran-
scription	 is	 used	 to	 train	 a	 neural	 network	
that	 can	 recognize	 the	 characters.	Ocropy’s	
drawback	 is	 that	 the	 ground	 truth	 cannot	
just	 be	 the	 alphabet	 but	 requires	 multiple	
pages	of	transcribed	text	with	a	representa-
tive	letter	frequency.	Ocropy’s	training	pro-
cess	 is	measured	 in	 iterations.	 Springmann	
proposed	working	with	at	least	30,000	itera-
tions	 (a	 comment	made	 by	 Springmann	 in	 a	

private	conversation,	based	upon	his	own	ex-
perience).		

For	 this	 contribution,	 we	 created	 an	 Ocropy	 model	
with	 a	 training	 set	 containing	 approximately	 5,000	
characters.	 This	 set	 includes	 superlinear	 strokes,	
braces	and	foreign	characters	which	are	not	part	of	the	
Coptic	alphabet.	
Multilingual	 documents	 and	 documents	 containing	
foreign	characters	are	considered	complex.	Stains	on	
the	document,	bad	image	quality,	and	annotations	like	
line	numbers	increase	the	complexity	of	documents	as	
well.	 We,	 therefore,	 created	 special	 pages	 with	 re-
duced	 complexity.	 Our	 original	 pages	 were	 stripped	
offline	 numbering	 and	 footnote	 annotations.	 In	 the	
“clean”	 version,	 all	 foreign	 characters,	 punctuations	
and	annotations	inside	the	text	were	removed,	leaving	
us	 with	 a	 pure	 Coptic	 text.	 We	 further	 stripped	 all	
clean	 versions	 of	 superlinear	 strokes,	 giving	 us	 the	
simplified	version.	

For	 testing,	 the	 selected	 pages	 were	 transcribed	
with	corresponding	‘original’,	 ‘clean’	and	‘clean	with-
out	 stroke	 or	 simplified’	 ground	 truths.	 All	 results	
were	 compared	 with	 ‘Ocreval’	 (Baumann	 2014)[9]	
against	the	ground	truth.	
	
	

Results 
 Prediction 

Mekhaiel’s	original	Tesseract	model	produced	the	
best	 results	 on	 simplified	 pages	with	 an	 accuracy	 of	
~95%,	while	our	Ocropy	model	performed	better	on	
the	more	complex	pages.	On	the	other	hand,	the	Tes-
seract	tends	to	produce	predictable	errors.	Character	
ϣ	will,	for	example,	always	be	recognised	as	� ;	while,	
Ocropy	produces	unpredictable	errors.	Although	our	
Ocropy	model	 is	 less	accurate	on	simplified	pages,	 it	
surpasses	Tesseract	on	noisier	pages.	
	

	
Fig. 3, OCR accuracy on different complexity levels 



Costs 
We	measured	that	a	skilled	person	needs	roughly	

10	minutes	for	manual	transcription	and	5	additional	
minutes	 for	 proofreading	 per	 page.	Ocropy’s	models	
are	built	on	 top	of	 transcribed	 images.	Therefore,	an	
initial	ground	truth	is	always	required.	Training	with	
Ocropy	 does	 not	 require	 further	 human	 interaction	
but	consumes	up	to	two	days	of	CPU	power	(Core	i3/5	
2.4GHz/3.2GHz,	 8GB	 RAM,	 SSD),	 training	 cannot	 be	
run	 in	 parallel.	 Tesseract’s	 training	 process,	 on	 the	
other	hand,	depends	on	the	font	extraction.	We	do	not	
have	enough	data	to	estimate	the	time	required	to	ex-
tract	a	font	from	an	image.	Both	predictions	still	have	
to	 be	 checked	 manually,	 which	 can	 take	 up	 to	 5	
minutes.	With	clean	pages	and	reduced	proofreading	
time	per	page,	Fig.	4	shows	an	optimal	OCR	workload	
reduction	 (red	 lines)	 in	 comparison	 to	manual	 tran-
scription	 (yellow	 line).	 A	 more	 realistic	 scenario	 is	
mentioned	in	the	discussion.	
	

	
Fig. 4, workload comparison 

Discussion 
Our	 result	 shows	 that	 Tesseract	 outperforms	

Ocropy	on	simplified	pages	 in	 terms	of	accuracy	and	
amount	 of	 human	work.	Unfortunately,	 in	 a	 realistic	
scenario,	the	pictures	will	always	contain	some	of	the	
previously	 described	 complexities.	 Pre-processing	 of	
the	data	is,	therefore,	essential	to	obtain	good	results.	
In	Figure	4,	we	also	computed	a	more	realistic	scenario	
(blue	lines)	with	a	higher	workload	on	pre-processing	
for	Tesseract.	It	shows	that	creating	an	Ocropy	model	
pays	off	for	larger	and	more	complex	document	sets.	

Tesseract’s	 overall	 acceptable	 performance	 is	
based	on	the	fact	that	no	model	has	to	be	trained.	As	
creating	and	testing	a	model	can	consume	more	time	
than	manual	transcription	and	proofreading,	the	crea-
tion	of	clean	images	might	still	be	less	efficient	than	the	
manual	approach	even	if	a	model	can	be	reused.	

As	long	as	cleaned	images	images	are	one	of	the	de-
sired	results,	our	works	shows	that	the	workload	can	
be	reduced	by	half.	This	applies	especially	to	Ocropy,	
since	 ground	 truth	 creation	 and	 training	 fit	 into	 the	
normal	transcription	workflow.	

Unicode	ambiguities,	which	unfortunately	result	in	
encoding	differences,	require	normalization	and	filter-
ing.	 Otherwise,	 these	 encoding	 differences,	 which	
would	 not	 be	 seen	 as	 errors	 by	 humans,	 will	 be	
counted.	Due	to	the	same	ambiguities,	it	is	easy	to	mix	
characters	 from	 different	 code	 pages,	 especially	 on	
multilingual	 texts	 and	 text	markings.	 It	 is,	 therefore,	
recommended	that	one	use	only	corresponding	code	
pages,	especially	with	multilingual	models.	Tests	with	
models	 containing	multilingual	 fonts	will	 be	 consid-
ered	in	further	studies.	

Conclusion 
OCR	of	historical	documents	continues	to	be	a	hard	

problem,	 but	 we	 showed	 that	 utilizing	 OCR	 for	 the	
transcription	 of	 Coptic	 texts	 can	 reduce	 the	 overall	
workload.	Since	even	the	simplest	images	could	not	be	
recognized	with	100%	accuracy,	further	gains	can	only	
be	achieved	by	better	pre-	and	post-processing	tech-
niques.	

A	 bigger	 workload	 reduction	 can	 be	 achieved	 by	
model	 reuse.	 However,	 no	 Coptic	 OCR	 models	 have	
been	 published	 besides Mekhaiel’s.	 Therefore,	 we	
highly	 recommend	 publishing	 models	 alongside	 the	
transcription	and	suggest	that	it	is	possible	to	predict	
almost	all	well-preserved	texts.	

Also,	although	our	model	was	able	to	partially	pre-
dict	 multilingual	 texts,	 further	 studies	 are	 required.	
Multilingual	 texts	 require	 a	 specialized	 training	 pro-
cess	 to	compensate	 for	 the	small	numbers	of	 foreign	
words.	
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