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Abstract The paper gives a brief overview of the three shared tasks organized
at the PAN 2021 lab on digital text forensics and stylometry hosted at the CLEF
conference. The tasks include authorship verification across domains, author pro-
filing for hate speech spreaders, and style change detection for multi-author doc-
uments. In part the tasks are new and in part they continue and advance past
shared tasks, with the overall goal of advancing the state of the art, providing for
an objective evaluation on newly developed benchmark datasets.

1 Introduction

The PAN workshop series has been organized since 2007 and has included shared
tasks on specific computational challenges related to authorship analysis, computational
ethics, and determining the originality of a piece of writing. Over the years, the respec-
tive organizing committees of the 51 shared tasks have assembled evaluation resources
for the aforementioned research disciplines that amount to 48 datasets plus nine datasets
contributed by the community.1 Each new dataset introduced new variants of author
identification, profiling, and author obfuscation tasks as well as multi-author analysis
and determining the morality, quality, or originality of a text. The 2021 edition of PAN
continues in the same vein, introducing new resources and previously unconsidered
problems to the community. As in earlier editions, PAN is committed to reproducible
research in IR and NLP and all shared tasks will ask for software submissions on our
TIRA platform [22]. The following sections outline the task definitions and summarize
the participants’ results.

1https://pan.webis.de/data.html
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2 Author Profiling

Author profiling is the problem of distinguishing between classes of authors by study-
ing how language is shared by people. This helps in identifying authors’ individual
characteristics, such as age, gender, and language variety, among others. During the
years 2013-2020 we addressed several of these aspects in the shared tasks organised at
PAN.2 In 2013 the aim was to identify gender and age in social media texts for English
and Spanish [31]. In 2014 we addressed age identification from a continuous perspec-
tive (without gaps between age classes) in the context of several genres, such as blogs,
Twitter, and reviews (in Trip Advisor), both in English and Spanish [28]. In 2015, apart
from age and gender identification, we addressed also personality recognition on Twit-
ter in English, Spanish, Dutch and Italian [33]. In 2016, we addressed the problem of
cross-genre gender and age identification (training on Twitter data and testing on blogs
and social media data) in English, Spanish, and Dutch [34]. In 2017, we addressed
gender and language variety identification in Twitter in English, Spanish, Portuguese,
and Arabic [32]. In 2018, we investigated gender identification in Twitter from a mul-
timodal perspective, considering also the images linked within tweets; the dataset was
composed of English, Spanish, and Arabic tweets [30]. In 2019 the focus was on pro-
filing bots and discriminating bots from humans on the basis of textual data only [27].
We used Twitter data both in English and Spanish. Bots play a key role in spreading
inflammatory content and also fake news. Advanced bots that generated human-like
language, also with metaphors, were the most difficult to profile. It is interesting to note
that when bots were profiled as humans, they were mostly confused with males. In 2020
we focused on profiling fake news spreaders [25]. The easiness of publishing content
in social media has led to an increase in the amount of disinformation that is published
and shared. The goal was to profile those authors who have shared some fake news in
the past. Early identification of possible fake news spreaders on Twitter should be the
first step towards preventing fake news from further dissemination.

Author profiling at PAN’21: Hate speech spreaders on Twitter Having previously
profiled bots and fake news spreaders, at PAN’21 we have focused on PROFILING HATE
SPEECH SPREADERS in social media, more specifically on Twitter, addressing the prob-
lem both in English and Spanish, as we did in the previous author profiling tasks. The
goal has been to identify those Twitter users that can be considered haters, depending
on the number of tweets with hateful content that they had spread.

Hate speech (HS) is commonly defined as any communication that disparages a
person or a group on the basis of some characteristic, such as race, colour, ethnicity,
gender, sexual orientation, nationality, religion, or others [20]. Given the huge amount
of user-generated content on the Web and, in particular, on social media, the problem
of detecting and, if possible, contrasting the HS diffusion, is becoming fundamental,
for instance, in the fight against misogyny and xenophobia [1]. While most of the ap-
proaches focus on detecting whether a text is hateful or not, few works focus on the
user account level detection. In [17] the authors studied the flow of posts generated
2To generate the datasets, we have followed a methodology that complies with the EU General
Data Protection Regulation [26].
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by users on Gab, analysing the profiles and network of hateful and non-hateful users,
focusing on the diffusion dynamics of hateful users. The observations suggested that
hateful content propagates farther, wider and faster. Unlike this work, where the anal-
ysis was carried out statically, in [18] dynamic graphs were employed to investigate
the temporal effects of hate speech. In [4] the authors presented a comparative study of
hate speech users on Twitter. They investigated the distinctive characteristics of hateful
users and targeted users in terms of their profile, activities, and online visibility. They
found that hateful users can be more popular and that participating in hate speech can
result in a greater online visibility. In [35] the focus was also on users for hate speech
detection on Twitter. This study used a methodology to obtain a graph given the entire
profile of users, and investigated the difference between hateful users and normal ones
in terms of activity patterns, word usage and network structure. The authors observed
that hateful users are densely connected, thus they focused on exploiting the network of
connections. In [23] the authors proposed a model that considers intra-user and inter-
user representation learning for hate speech detection. In [6] the focus was on studying
the use of emojis in white nationalist conversation on Twitter. A difference between the
‘pro’ and ‘anti’ nationalist was observed.

Dataset and task As an evaluation setup, we have created a collection that contains
Spanish and English tweets posted by users on Twitter. To build the PAN-AP-2021
corpus3 we have proceeded as follows. Firstly, we have looked for users considered
potential haters. To do so, we have followed two approaches: (1) a keyword-based one
(e.g. searching for hateful words towards women or immigrants); and (2) a user-based
one, by inspecting users known as haters (e.g. users appearing in reports and/or press)
and following their networks (followers and followees). Secondly, for the identified
users, we have collected their timelines and manually annotated those tweets conveying
hate. Thirdly, we have labelled as “keen to spread hate speech” those users with more
than ten hateful tweets. Finally, we have collected two hundred tweets per Twitter user
to build up the final dataset. This dataset consists of three hundred users per language,
with two hundred tweets per user. Two hundred users per language have been provided
for training purposes, keeping the remaining one hundred for testing purposes. The
dataset is completely balanced per class (hater vs. not hater) as well as by the number
of tweets per user.

The goal in the task is to classify the user as hater or not hater (binary classification).
Given that we have a balanced dataset (even though this is not a realistic scenario,4

3We should highlight that we are aware of the legal and ethical issues related to collecting,
analysing and profiling social media data [26] and that we are committed to legal and ethical
compliance in our scientific research and its outcomes. For instance, we have anonymised the
user name, masked all the user mentions and also the class has been changed in order to avoid
any explicit mention.

4In a realistic scenario, we would need to know a priori the distribution of haters vs non-haters;
depending on the study, the number of hatred messages in Twitter ranges from 1% [21] to
10%-15% [39], although when the target are communities such as the LGBT, up to 78% of
respondents had experienced online anti-LGBT and hate speech in the last 5 years (https:
//www.report-it.org.uk/files/online-crime-2020_0.pdf). Furthermore, one of the aims of this
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Table 1. Baselines performance in terms of accuracy on the PAN-AP-2021 dataset on Hate
Speech Spreaders identification.

Baseline English Spanish Average

LDSE 70.0 82.0 76.0
SVM + char n-grams 69.0 83.0 76.0
NN + word n-grams 65.0 83.0 74.0
USE-LSTM 56.0 79.0 67.5
XLMR-LSTM 62.0 73.0 67.5
MBERT-LSTM 59.0 75.0 67.0
TFIDF-LSTM 61.0 51.0 56.0

we balance the dataset to prevent machine/deep learning models from being skewed
towards the majority class) we use accuracy as the evaluation metric for the binary
classification. Then, we average both accuracies for English and Spanish to come up
with the final ranking.

Evaluation and results We have had a total number of 66 participants. The best per-
forming team has used a 100-dimension word embedding representation to feed a Con-
volutional Neural Network. We have also run seven baselines covering the different
technologies our participants usually use:

– LDSE [29]: This method represents documents based on the probability distribu-
tion of the occurrence of their words in the different classes. The key concept of
LDSE is a weight representing the probability of a term to belong to one of the
two categories: hate speech spreader / non hate speech spreader. The distribution of
weights for a given document should be closer to the weights of its corresponding
category;

– Character n-grams with n ranging from 2 to 6 and a SVM;
– Word n-grams with n ranging from 1 to 3 and a Neural Network (NN);
– Universal Sentence Encoder (USE) feeding up a BiLSTM;
– XLM-Roberta (XLMR) transformer feeding up a BiLSTM;
– Multilingual BERT (MBERT) transformer to feed up a BiLSTM;
– TFIDF vectors representing each user’s text to feed up a BiLSTM.

The baseline results are shown in Table 1. Out of the 66 participants only 7 outper-
formed LDSE and SVM with char n-grams baselines, further 7 participants also out-
performed the NN with word n-grams baseline, and only one was worse than the
TFIDF+LSTM baseline. Only 4 teams participated just in English. More details will
be available in the overview paper [24].

3 Authorship Verification

Author identification is concerned with the automated identification of the individual(s)
who authored an anonymous document on the basis of text-internal properties related

shared task is to foster research on profiling haters in order to address this problem automat-
ically.
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to language and writing style [37, 9, 16]. Computational author identification has been
a long-running subtask at PAN with a reasonably steady number of participants over
the years. While authorship has been studied via quantitative means for several decades
by now, the academic and industrial interest in this task shows no signs of abating.
The history of this field is characterized by a number of interesting developments and
the seminal application of machine learning to the problem has been a clear landmark
near the end of the previous century.5 Today, machine learning can be considered the
dominant paradigm in the field, though certain otherwise ubiquitous methods have been
slow to gain a foothold. Deep learning via neural networks, for example, has become the
dominant form of machine learning in many fields, yet has remained relatively uncom-
mon in recent editions of the authorship track at PAN and in the field of computational
authorship studies in general. In the past, we tentatively ascribed this absence to (1) the
lack of large-scale training resources in this field and (2) the increased infrastructural
challenges that come with the hardware requirements of large neural networks [14].
This problem is exacerbated by our requirement for participants to submit fully-fledged
software systems to the TIRA platform [22] instead of only their finished runs. This has
been a clear incentive for us to try scaling up the training resources that we can make
available to participants

Scaling up resources for authorship verification at PAN’21 With the view to bench-
marking authorship systems at a much larger scale, our tasks in recent years [14, 12]
have focused on transformative literature, so-called “fanfiction” [8], a text variety that is
nowadays abundantly available on the internet [5] with rich metadata and in many lan-
guages. Additionally, fanfiction is an excellent source of material for studies of cross-
domain scenarios, since users often publish “fics” ranging over multiple topical do-
mains (“fandoms”), such as Harry Potter, Twilight, or Marvel comics. The datasets we
provided for our tasks at PAN’20 and PAN’21 were crawled from the long-established
fanfiction community fanfiction.net. Access to the data can be requested on Zen-
odo.6

Dataset and task The 2021 edition of the authorship verification task built upon last
year’s edition [10] with the same task layout and training data, yet with a conceptually
different test set. The basic task remained authorship verification, the most fundamental
and generally more demanding setup in the field, where one is to approximate the target
function ϕ : (Dk, du) → {T, F}, Dk being a set of documensets of known authorship
by the same author and du being a document of unknown or disputed authorship. If
ϕ(Dk, du) = T , then the author of Dk is also the author of du and if ϕ(Dk, du) = F ,
then the author of Dk is not the same as the author of du. In our case, Dk contains only
a single document, since our datasets consist of document pairs. For the 2021 edition,
we adopted a cross-domain setting in which Dk and du do not share the topic or genre,
which was accomplished by sampling the texts from different fandoms.

5Machine learning emerged as a methodology in authorship attribution in the 1990s. The first
paper to apply a text classification approach in this domain is [19] to the best of our knowledge.

6https://zenodo.org/record/3716403
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The training resources were identical to those from last year and came in the form
of a “small” and “large” dataset. The large dataset contains 148,000 same-author and
128,000 different-authors pairs across 1,600 fandoms. Each single author has written in
at least two, but not more than six fandoms. The small training set is a subset of the large
training set with 28,000 same-author and 25,000 different-author pairs from the same
1,600 fandoms. The test set, however (19,999 text pairs in total) is conceptually differ-
ent. While the overall sampling strategy remained the same, we shifted to an “open-set”
verification scenario. Whereas last year’s “closed-set” test problems included only texts
from fandoms and authors that were already present in the training data, this year’s
test set included only fresh and previously unseen authors and fandoms. This setup
forces participants into a “true” verification problem, while the previous “closed-set”
task (in principle) could have also been re-cast as an attribution task (although this was
not known to the participants beforehand). The pure verification task is generally con-
sidered more difficult than attribution because of the stylistic idiosyncrasies of human
authors which often require bespoke ad-hoc models.

Evaluation and results For each of the 19,999 problems (or text pairs) in the test set,
the systems had to produce a scalar score ai (in the [0, 1] range) indicating the (scaled)
probability that the pair was written by the same author (ai > 0.5) or different authors
(ai < 0.5). Systems could choose to leave problems too difficult to answer undecided
by submitting a score of precisely ai = 0.5 which is rewarded by some metrics. For this
year’s evaluation, we used the same four evaluations metrics as last year (AUC-ROC,
F1, C@1 and F0.5u), to allow for a diverse assessment of the submitted systems. As a
result of discussions at last year’s workshop, we also included the complement of the
BRIER score [3] as an additional metric.7 The submitted systems are ranked by their
mean performance across all 5 metrics. Two baseline systems were made available to
the participants: a compression-based approach [7] and a naive distance-based, first-
order bag-of-words model [13]. We use a short-text variant of Koppel and Schler’s
unmasking [2, 15] as a third baseline whose source code is also freely available, but
which was not given explicitly to the participants. The overall results can be found in
Table 2. As in previous years, we also carried out pair-wise significance tests (based on
approximate randomization, with the score as a reference metric) to be able to assess
whether the answers between systems were considered significantly different according
to conventional statistics. The outcome of this procedure is summarized in Table 3.

As can be seen, most of the submitted systems reach an excellent performance
(many scoring > 0.9 for multiple metrics) in spite of the anticipated difficulty of the
test set in comparison to last year. Last year’s best performing team again tops the list,
though interestingly, the runner-up is a first-time participant. Most systems produced
significantly differing set of answers, with the exception of the dense cohort following
the system in first place. Like last year, it is striking that systems calibrated on the large
dataset invariably and significantly outperform their counterparts trained on the smaller
dataset indicating that these systems are capable of harnessing the increased size of the
calibration resources well. Most systems outperform the three baselines, which encour-

7Thanks to Fabrizio Sebastiani (Consiglio Nazionale delle Ricerche, Italy) for this suggestion.
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Table 2. Final results for the cross-domain, open-set authorship verification task at PAN’21.
Submitted systems are ranked by their mean performance across five evaluation metrics. Best
result per column is shown in bold. Participants were allowed to make one submission for both
the small and the large calibration datasets.

System Dataset AUC-ROC C@1 F1 F0.5u BRIER Overall

boenninghoff21 large 0.9869 0.9502 0.9524 0.9378 0.9452 0.9545
embarcaderoruiz21 large 0.9697 0.9306 0.9342 0.9147 0.9305 0.9359
weerasinghe21 large 0.9719 0.9172 0.9159 0.9245 0.9340 0.9327
weerasinghe21 small 0.9666 0.9103 0.9071 0.9270 0.9290 0.9280
menta21 large 0.9635 0.9024 0.8990 0.9186 0.9155 0.9198
peng21 small 0.9172 0.9172 0.9167 0.9200 0.9172 0.9177
embarcaderoruiz21 small 0.9470 0.8982 0.9040 0.8785 0.9072 0.9070
menta21 small 0.9385 0.8662 0.8620 0.8787 0.8762 0.8843
rabinovits21 small 0.8129 0.8129 0.8094 0.8186 0.8129 0.8133
ikae21 small 0.9041 0.7586 0.8145 0.7233 0.8247 0.8050
unmasking21 small 0.8298 0.7707 0.7803 0.7466 0.7904 0.7836
tyo21 large 0.8275 0.7594 0.7911 0.7257 0.8123 0.7832
naive21 small 0.7956 0.7320 0.7856 0.6998 0.7867 0.7600
compressor21 small 0.7896 0.7282 0.7609 0.7027 0.8094 0.7581
futrzynski21 large 0.7982 0.6632 0.8324 0.6682 0.7957 0.7516
liaozhihao21 small 0.4962 0.4962 0.0067 0.0161 0.4962 0.3023

agingly demonstrates how the field is making progress. More details on the results will
be available in the overview paper [11].

4 Multi-Author Writing Style Analysis

The goal of the style change detection task is to identify – based on an intrinsic style
analysis – the text positions at which the author switches within a given multi-author
document. Detecting these positions is a crucial part of the authorship identification
process and multi-author document analysis, but multi-author documents have been
largely understudied in general.

This task has been part of PAN since 2016 with varying task definitions, datasets,
and evaluation procedures. In 2016, participants were asked to identify and group frag-
ments of a given document that correspond to individual authors [36]. In 2017, we
asked participants to detect whether a given document is multi-authored and, if this is
indeed the case, to determine the positions at which authorship changes [38]. Since this
task was deemed as highly complex, its complexity was reduced in 2018 to asking par-
ticipants only to predict whether a given document is single- or multi-authored [14].
Following the promising results, participants were asked in the 2019 task installment to
first detect whether a document was single- or multi-authored and then, if it was indeed
written by multiple authors, to predict the number of authors [42]. In 2020, based on
the advances made over the previous years, we decided to go back towards the original
definition of the task, i.e., finding the positions in a text where authorship changes. Par-
ticipants first had to determine whether a document was written by one or by multiple
authors and – in the case of a multi-author document – to detect at which paragraphs
the author changes [41].
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Table 3. Pairwise significance tests for approximate randomization with 10,000 bootstrap iter-
ations, using F1 as reference metric. Symbols: ‘=’ (not significantly different with p > 0.5),
‘*’, ‘**’, ‘***’ (significantly different with p < 0.05, p < 0.01, p < 0.001). Only the top-
performing systems are shown here: a full comparison will be offered in the detailed overview
paper.
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boenninghoff21-large *** *** *** *** ***
embarcaderoruiz21-large * = *** **
weerasinghe21-large *** *** =
weerasinghe21-small ** ***
menta21-large ***

Style change detection at PAN’21 For style change detection, a fundamental question
is the following: If multiple authors wrote a text together, can we find evidence of this
fact, e.g., do we have a means to detect variations in the writing style? Answering this
question is one of the most difficult and most interesting challenges in author identifi-
cation and represents the only means to detecting plagiarism in a document if no other
texts are given for comparison. Likewise, it can help to uncover “gifted authorship”,
to verify a claimed authorship, or to develop new technologies for writing assistance.
We tackle this challenge by providing three style change detection tasks in increasing
difficulty: (1) Single vs. Multiple Authors: given a text, find out whether the text was
written by a single author or by multiple authors, (2) Style Change Basic: given a text
written by two authors that contains only a single style change, find the position of this
change, i.e., cut the text into two based on stylometric information (note that this task
corresponds to authorship verification where the two authors are responsible only for
the first and the remaining part of a text, respectively), (3) Style Change “Real-World”:
given a text written by two or more authors, find all positions of writing style changes,
i.e., assign all paragraphs of a text uniquely to exactly one of all the authors you deem
responsible for the multi-author document.

Dataset and evaluation As in previous years, a novel dataset was created from posts
from the popular StackExchange network of Q&A sites. To generate the documents for
the task, we used a dump of questions and answers from the StackExchange network
as our data source, of which we used a subset of communities8. We cleaned the data by
removing questions and answers that were edited after they were originally posted and
by removing images, URLs, code snippets, block quotes and bullet lists from all ques-

8The following StackExchange sites were used: Code Review, Computer Graphics, CS Educa-
tors, CS Theory, Data Science, DBA, DevOps, GameDev, Network Engineering, Raspberry Pi,
Superuser, and Server Fault.
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Table 4. Overall results for the style change detection task, ranked by average performance across
all three tasks.

Participant Task1 F1 Task2 F1 Task3 F1

Zhang et al. 0.753 0.751 0.501
Strøm 0.795 0.707 0.424
Singh et al. 0.634 0.657 0.432
Deibel et al. 0.621 0.669 0.263
Nath 0.704 0.647 —

Baseline 0.457 0.470 0.329

tions and answers. Subsequently, we split all questions and answers into paragraphs,
dropping all paragraphs with fewer than 100 characters. To reduce the potential impact
of topic changes, each document was generated from a single question thread this year.
Hence, for each document, we pick a question thread to draw paragraphs from. Then,
we decided randomly how many authors the document should have, settling a number
between one and four authors per case. Following that, we randomly chose a corre-
sponding number of authors from the authors who contributed to the question thread
we were drawing paragraphs from. We then took all the paragraphs written by those au-
thors and shuffled them to create the final documents. If a document created in this way
had fewer than two paragraphs, or was fewer than 1,000 or more than 10,000 characters
long, we discarded it. Applying this procedure, we created a total of 16,000 documents.
We split the resulting set of documents into a training, a test and a validation set; the
training set consisted of 70% of all generated documents whereas the test and validation
set each consisted of 15% of all documents. Submissions were evaluated using the Fα

measure for each task and for each document, with α set to 1.

Results The style change detection task received five software submissions. Table 4
presents the individual results achieved by the participants. We list the F1 measures for
all three tasks. The approach by Strøm achieved the highest score for Task 1, whereas
Zhang et al. achieved the highest score for Tasks 2 and 3. All of the submitted ap-
proaches outperformed the random baseline. Further details on the approaches taken
can be found in the overview paper [40].
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