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ABSTRACT
Recent advances in large languagemodels have enabled the develop-
ment of viable generative retrieval systems. Instead of a traditional
document ranking, generative retrieval systems often directly re-
turn a grounded generated text as a response to a query. Quantifying
the utility of the textual responses is essential for appropriately
evaluating such generative ad hoc retrieval. Yet, the established eval-
uation methodology for ranking-based ad hoc retrieval is not suited
for the reliable and reproducible evaluation of generated responses.
To lay a foundation for developing new evaluation methods for
generative retrieval systems, we survey the relevant literature from
the fields of information retrieval and natural language processing,
identify search tasks and system architectures in generative re-
trieval, develop a new user model, and study its operationalization.
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• Information systems→ Evaluation of retrieval results; Lan-
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Figure 1: A search engine results page (SERP) has tradition-
ally been a list of document references (list SERP, left). Many
generative retrieval systems now have “reinvented” SERPs
as generated texts with references (text SERP, right).

1 INTRODUCTION
The development of large language models (LLMs) has prompted
search engines to innovate the way results are presented: using
LLMs to directly generate a textual response from a query’s results.
While LLMs can generate unreliable information [3, 53, 63], con-
ditioning their inference o n relevant search results has emerged
as a potential technique to ground generated statements [66, 84].
As textual answers can relieve users of the (cognitive) effort of
collecting the needed information from individual search results
themselves, the design of some search engine’s results pages (SERPs)
has changed (Figure 1): instead of the proverbial list of “ten blue
links” (list SERP, left), a generated text with references is shown
(text SERP, right). The first public prototypes of this kind were
You.com’s You Chat and Neeva AI, closely followed by Microsoft’s
Bing Copilot, Google’s Gemini, Perplexity.ai, Baidu’s Ernie,1 and
other research prototypes [62, 140]. Far ahead of this development,
already in 2011 Sakai et al. [109] raised an important question:
how can text SERP-based search engines be evaluated? An answer
was and is not that straightforward, since the modern theory and
1See https://chat.you.com; Neeva has shut down; https://chat.bing.com;
https://gemini.google.com; https://perplexity.ai; https://yiyan.baidu.com.
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practice of retrieval evaluation is premised on the assumption that
search results are presented as list SERPs.2

According to list SERP user models, a ranked list of results trig-
gers a certain user behavior like reading the results in order until the
information need is satisfied or the search is abandoned. In decades
of research, a comprehensive theoretical framework of reliable and
validated evaluation methods has been built to assess the quality
of result rankings with respect to information needs. Replacing
ranked results by a generated text undermines this foundation.

In this paper, we focus on questions related to transferring es-
tablished list SERP evaluation methodology to text SERPs. Our
approach is theory-driven and based on a systematic analysis of
relevant literature from information retrieval (IR) and related fields.
Our contributions relate to the system, user, and evaluation per-
spectives. Starting with a definition of what generative ad hoc
retrieval is, we distinguish two fundamental system models for
generative retrieval and contextualize them in Broder’s [14] tax-
onomy of search tasks (Section 2). We then devise a user model
for text SERPs, grounded in related behavioral studies (Section 3).
Finally, we revisit IR evaluation methodologies to develop a foun-
dation for text SERP effectiveness measures and for the reliable
evaluation of generative ad hoc retrieval (Section 4).

2 GENERATIVE RETRIEVAL
In this section, we define the task of generative ad hoc retrieval, we
review the two fundamental paradigms of its operationalization,
we discuss its contribution on top of traditional ad hoc retrieval,
and we distinguish it from other generative retrieval tasks.

2.1 Generative Ad Hoc Retrieval
Ad hoc retrieval refers to scenarios where a user submits a single
query and expects the underlying information need to be satisfied
by a single result set (i.e., the information need must be satisfied
without knowing any previous queries or interactions). At first
glance, this ad hoc retrieval task and the task of language gener-
ation seem to be quite different. However, retrieval systems and
generative language models are both built using document collec-
tions 𝐷 (see Figure 2, top), and the usefulness of both depends on
tuning them with user needs, expressed as queries or prompts 𝑄 .
Users of a retrieval system want to retrieve the most relevant docu-
ments for a query, and users of a generative language model want it
to generate the most helpful text for a prompt. From an IR perspec-
tive, the most salient difference is that a retrieval model 𝜌 induces
a ranking on a finite document collection 𝐷 , while a generative lan-
guage model𝜓 induces a ranking on the infinite set of all possible
texts T ; generative models were thus recently also framed as infi-
nite indexes [32]. In practice, though, retrieval models only return
the top-𝑘 results, and generative language models only return one
of the possibly many relevant texts from T .

As a retrieval model 𝜌 can only return existing documents, the
information available in the underlying collection 𝐷 determines
the degree to which a user’s information need can be satisfied. Still,
the user has to examine the returned documents for the desired
2Even though research on search interfaces has suggested and studiedmany interaction
designs and variants of result presentation [49, 71, 131], with the growth of the Web,
the list SERP design became a de facto standard for web search.

T
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Figure 2: In generative ad hoc retrieval, a retrieval model is
combined with a language model. The notation assumes 𝜌
and𝜓 have texts from T as input and output, and that they
can be complex pieces of software, like Google or ChatGPT.

information. A generative language model 𝜓 instead attempts to
alleviate the effort of examining documents by returning a tailored
response that integrates all desired information. Yet, the factual
accuracy of current generative language models is often prone to
confabulations or hallucinations [3, 53, 63, 144] (i.e., there is only a
very small subset of accurate texts among all possible texts T ).3

The term ‘generative ad hoc retrieval’ refers to approaches that
combine the advantages of retrieval and generation in ad hoc sce-
narios (one query, one result) by retrieving relevant documents
from 𝐷 and generating an answer from them, or by generating a
response and “verifying” its statements by retrieving supporting
documents from 𝐷 (Figure 2, bottom left resp. right).

2.2 Two Operationalization Paradigms
Systems for generative ad hoc retrieval require a retrieval compo-
nent to gather existing documents from a collection for a query, and
a generation component to generate a text for a prompt. These com-
ponents can be combined following two different paradigms [42]:
retrieval-then-generation or generation-then-retrieval (Figure 2, bot-
tom). In a retrieval-then-generation approach, a language model is
conditioned with retrieved source material, for instance, by adding
evidence to its input prompt [51, 59, 65, 118], by attending to re-
trieved sources during inference [13, 45, 66], by chaining ideas [54],
or by iterative self-attention [143]. In a generation-then-retrieval
approach, the retrieval model is used to find sources for gener-
ated text passages. Though this idea has received less attention so
far [7], it resembles retrieving references for individual generated
statements, similar to claim verification [127].

With increasing inference speeds of generative language models,
arbitrarily ordered combinations of multiple retrieval and gener-
ation steps are possible, leading to multi-step generative ad hoc
retrieval. The simplest form might be iterative cycles like gener-
ating a text passage that is used as a query to retrieve relevant
sources, which in turn serve as context for the next generation, etc.
3For counterfactual information needs (e.g., What if Columbus didn’t discover Amer-
ica? [60]), strong confabulation capabilities could be explicitly desirable, though.
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Table 1: Top rows: Broder’s (2002) identified generations
of web search systems (Gen.) and the tasks from his tax-
onomy [14] that each generation additionally supports (+).
Bottom row: Generative retrieval systems constitute a new
4th generation that aids users in “synthetic” search tasks that
require a system to synthesize and condense information.

Gen. Search task Information source User intent Year

1st informational Document Acquire 1995
2nd + navigational + Document relations + Reach 1998
3rd + transactional + Search verticals + Perform 2002

4th + synthetic + Generative models + Condense 2023

Applications are the continuous generation of text [55, 102, 116],
retrieving sources in multiple steps [97], or the refinement of a text
through iterative inference [7, 58].

In this paper, we focus on the evaluation of the text SERP output
of (possibly multi-step) generative ad hoc retrieval, but we do not
consider evaluating any step individually.

2.3 Generative (Ad Hoc) Search Tasks
In 2002, Broder suggested a now well-known taxonomy of search
tasks [14] and related them to three generations of web search
systems (see Table 1). Each generation utilizes a new source of
information in addition to those of its predecessors to meet new
user intents. First-generation systems support informational tasks,
relying only on the information found within some single docu-
ment to support a user’s intent to acquire (parts of) that information.
Second-generation systems additionally exploit document relations,
supporting users to reach a specific site, document, or the most
authoritative one among many alternatives (i.e., navigational tasks).
Third-generation systems blend results from different possibly mul-
timodal vertical systems into a single SERP to support a user in
performing transactional tasks.

We argue that generative retrieval systems can be seen as a new
fourth generation of web search systems. Their synthesis of a sin-
gle result “document” that condenses information from different
sources relevant to some information need promises to reduce the
users’ cognitive load compared to prior system generations that
required users to condense the information themselves.4 Addition-
ally, the “synthesizing” nature of generative retrieval systems can
conceivably be exploited to generate new pieces of information not
contained in the retrieved sources, rendering the generative model
itself another new source of information.

While many of the search tasks addressed by generative retrieval
systems may seem to be informational in nature, we still suggest
to also separate the search tasks in a new category of synthetic
search tasks. Complex needs like argumentative questions (Should
society invest in renewable energy?) or decision-making questions
(Should I get life insurance?) are simply not represented that well
in Broder’s original categories. In contrast to informational tasks,
4Sakai et al. [109] had proposed to present lists of short automatically identified
relevant information nuggets instead of complete documents in 2011, but they had not
considered the aspect of condensing the nuggets to a single result.

Generative information retrieval

Generation-augmented
retrieval, GAR

Retrieval-augmented
generation, RAG

Attention-level RAG
Prompt-level RAG

Indexing-time GAR
Query-time GAR

Figure 3: Taxonomy of generative information retrieval
and its two main instantiations: generation-augmented re-
trieval (GAR, yielding list SERPs) and retrieval-augmented
generation (RAG, yielding text SERPs; focus of this paper).

the required information is hardly contained in some single doc-
ument but rather spread across multiple documents; in contrast
to navigational tasks, no single page is anticipated by the user to
be reached; and in contrast to transactional tasks, the information
condensation should be performed on the retrieval system side but
not on the user side. Interestingly, as if already foreseeing gener-
ative retrieval, Broder even explicitly constrained informational
queries and first-generation systems to static content: “The purpose
of such [informational] queries is to find information assumed to
be available on the Web in a static form. No further interaction is
predicted, except reading. By static form we mean that the target
document is not created in response to the user query.” [14, page 5].

The new fourth generation of web search systems supports syn-
thetic search tasks and enables users to access a single, comprehen-
sive generated answer document that can cover in-depth analyses of
multiple perspectives on some complex information need. Although
the Web may actually also offer some set of documents to satisfy
complex needs, an ideal generative retrieval system can directly
dynamically address them by retrieving relevant documents, syn-
thesizing missing information, and condensing a coherent answer
grounded in the retrieved sources.

2.4 A Taxonomy of Generative Retrieval
‘Generative retrieval’ or ‘generative IR’ are umbrella terms for a di-
versity of approaches that use generative models to solve retrieval
tasks.5 Following Arora et al. [6], Figure 3 categorizes these ap-
proaches into generation-augmented retrieval (GAR) and retrieval-
augmented generation (RAG). Notably, GAR approaches create
traditional list SERPs, while RAG approaches generate text SERPs.

In GAR approaches, generative models are used to enhance the
traditional search architecture at indexing time or at query time.
At indexing time, generative models can be used for augmenting
documents [37, 44, 78, 94, 152] with confabulated or hallucinated
content, or for replacing the standard indexing process with what
are commonly termed ‘differentiable indices’ by, for instance, gener-
ating document identifiers like page titles [20, 31, 125], URLs [153],
or (structured) string identifiers [124, 128, 148, 151]. At query time,
generative models can be used for augmenting queries [2, 77], or
for modeling relevance by, for instance, generating parts of existing
documents from the query and retrieving the documents by string
matching [11], by predicting a (re-)ranking directly [123], or by
using special tokens as relevance signal [76, 93, 99, 150].
5See also the recent SIGIR workshop on generative IR [10].
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Figure 4: The information search process [126] transforms an
information need into a search outcome (top row). Respective
corresponding evaluation objectives allow the derivation of a
user model for an evaluation setting. Generative IR systems
cover the steps of ‘selection’, ‘interaction’, and ‘synthesis’, for
which we formulate the corresponding evaluation objectives
‘retrieval’, ‘grounding’, and ‘presentation’ (bottom row).

In RAG approaches—the focus of our paper—, generative mod-
els are augmented with retrieval capabilities; either internally as
‘attention-level RAG’, where the context attended to during genera-
tion is retrieved concurrently [13, 45, 54], or externally as ‘prompt-
level RAG’, where the retrieved context is inserted into the prompt.
Orthogonally, one can distinguish the RAG variants retrieval-then-
generation and generation-then-retrieval (cf. Section 2.2). Beyond
GAR and RAG, generative models can also be used to directly gen-
erate a response without relying on retrieved information [106], i.e.,
as infinite indexes [32]. This may involve generating multiple can-
didates and selecting the best one or regenerating a new response
conditioned on the previous ones [135]. Moreover, an answer to a
generative ad hoc request can also be the first turn of a conversa-
tional search [27, 101, 111], where generative models have led to
new tools [85, 141] and dialog options [138].

3 A USER MODEL FOR GENERATIVE IR
The general structure of an information search process [126] as
seen from the users’ perspective is shown in Figure 4 (top row).
After formulating an information need and selecting and interact-
ing with some search results, in a final synthesis step the users try
to reach a satisfying outcome. While traditional list SERPs mainly
assist the users during selection and interaction, the text SERPs
of generative systems also directly encompass the synthesis step.
Evaluating retrieval systems with respect to the information search
process often relies on some model of user expectations and be-
havior. Yet, most current user models focus on list SERPs but not
text SERPs. Thus, after preliminary considerations (Section 3.1),
we explore how the information search process relates to genera-
tive approaches (Section 3.2). Afterwards, we follow the evaluation
methodology proposed by Agosti et al. [1]: We define generative IR-
oriented evaluation objectives for the search process (Section 3.3;
shown in the bottom row of Figure 4) and we devise a user model
corresponding to these objectives (Section 3.4). In Section 4, we
then operationalize the user model.

3.1 Preliminary Considerations
Evaluation Setting. Traditional search results (list SERPs) are

ranked lists of documents, each typically referenced by a linked

title, snippet, and URL. In generative IR, instead, the search result is
a textual response (text SERP), i.e., a sequence of statements, each
optionally referenced to sources of evidence. A statement can be
any consecutive passage of text, ranging from phrases to sentences
or even longer paragraphs. In this context, we consider statements
as atomic in the sense that we disregard the nesting of statements
of different lengths, and in the sense that statements support claims
that are pertinent to the user’s information need—comparable to
the concept of ‘atomic/semantic content units’ [74, 91] in summa-
rization evaluation, or ‘information nuggets’ / ‘retrieval units’ in
traditional IR [21, 29, 108, 109]. A statement can be referenced to
none, one, or more sources in form of explicit links to web docu-
ments containing the information onwhich the generated statement
is based and by which it is grounded. In this paper, we consider the
evaluation to be ad hoc, i.e., based on a single query without search
session-based or conversational elements.

Evaluation Paradigms. To estimate the effectiveness of list SERP-
based retrieval systems, offline evaluation following the Cranfield
paradigm [23] is a de facto standard in IR research. The users’ sat-
isfaction with the results for a given topic (query) is estimated
by deriving effectiveness scores based on judging a pool of docu-
ments returned by the evaluated systems [114]. The pools often
are also reused later to evaluate new search systems by checking
whether their retrieved results previously were judged—and sim-
plistically assuming non-relevance for the results without previous
judgments [39]. However, as the output “documents” of generative
retrieval systems may be novel every time, simply assuming non-
relevance would not lead to helpful evaluation results. Instead, more
sophisticated transfer methods are required to adapt offline evalua-
tion to generative retrieval. Besides offline evaluation, generative
retrieval systems could also be evaluated in an online fashion [110].
Online evaluation does not rely on previous judgments but tries to
estimate the output of some system by collecting explicit or implicit
user feedback [57] like user satisfaction ratings or clicks. This form
of evaluation increases the manual effort, often happens in uncon-
trolled setups, may be expensive and time-consuming to conduct,
and is challenging to replicate, repeat, and reproduce [104]. To mit-
igate these issues especially in an academic setting with limited
access to human user data, some studies suggested user simulation
to analyze (interactive) information systems [16, 80, 81, 139]. How-
ever, simulated users cannot yet compete with “real” human feed-
back. Recently, fully automatic evaluations, where the output of one
system is judged by another, has been proposed as a possible way
forward [72, 137]. But judging the output of generative models by
means of other models has itself already been criticized [9, 36, 108].

3.2 Steps of the Information Search Process
To derive suitable evaluation objectives for generative ad hoc re-
trieval, we consider the general user side search process for which
Vakkari [126] has suggested to differentiate four steps: search for-
mulation, source selection, source interaction, and information
synthesis (Figure 4, top row). Interestingly, each of these steps can
be mapped to capabilities of generative retrieval systems.

First, during formulation, the user comes up with a specific query
that expresses their information need. This is no different in gener-
ative retrieval systems, though what is called a ‘query’ in IR is often
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called a ‘prompt’ for generative systems. To avoid confusion, we
stick to the term ‘query’. Still, in this paper, we leave the formula-
tion step entirely to the user who may iteratively adapt their search
formulation. Yet, we do acknowledge that formulation may also be
framed as a system task with the goal of enhancing the users’ orig-
inal query with more context or prompt templates, akin to query
suggestion and query expansion in traditional retrieval. Second,
during selection, traditionally, the user is presented with a result
list possibly containing surrogates like snippets that help to assess
whether some result aligns with the user’s information need and
should be selected for further inspection. In generative retrieval,
the selection step corresponds to the system selecting sources that
contain potentially relevant information. Third, during interaction,
traditionally, the user analyzes the content of the selected results
more deeply to extract and structure the relevant information that
addresses the knowledge gap underlying the user’s information
need. In generative retrieval, this step also rather is on the sys-
tem side by, for instance, attending the generation to previously
retrieved pieces of information. Finally, during synthesis, tradition-
ally, the user assembles the search outcome by combining relevant
information from their interacted sources. In generative retrieval,
synthesis corresponds to the model’s inference and generation of
the response text from the selected sources. Just like for human
users, interaction and synthesis may commence concurrently.

3.3 Evaluation Objectives
For each step of the search process, we define a corresponding
generative retrieval-oriented evaluation objective. The objectives
are not meant as evaluation steps, but rather as potential targets
when evaluating a generative retrieval system as a whole.

Prompting Objective. Corresponding to formulation are evalua-
tion aspects related to amodel’s input prompt like preciseness (Does
the prompt target the specific desired outcome?), ambiguity (Is the
prompt unambiguous, targeting only the desired outcome?), or con-
textuality (Does the prompt provide sufficient context to delineate
the information need?). While formulation is an important step to
evaluate, it is out of the scope of our paper, as the formulation step
in our setting is left to the user and as there already is extense work
on prompt engineering [41, 73, 105, 119, 122, 129, 133].

Retrieval Objective. Corresponding to selection are evaluation
aspects related to the retrieved sources from which a generative
system draws its information. These sources (but also any relevant
information that was not retrieved) directly impact the quality of
the generated response. Therefore, the retrieval objective covers
the assessment of a system’s ability to identify relevant (aligning
with the users’ information need), diverse (covering a variety of
information), informative (containing valuable information), and
correct (providing accurate information) sources from a collection.

Grounding Objective. Corresponding to interaction are evalu-
ation aspects related to a generative retrieval model’s ability to
attend to source documents as evidence in response generation. Yet,
such grounded text generation may suffer from confabulations / hal-
lucinations of broadly two types [83]: intrinsic confabulations (the
model wrongly modifies information from the sources) and extrin-
sic confabulations (the model generates information not present

in the sources). As both types can negatively impact the quality of
a generated response [75, 83], the grounding objective covers the
assessment of a system’s ability to correlate its generated output
with information from source documents. This includes the abil-
ity to identify relevant information in the sources, to paraphrase
information (restate some information correctly), and to establish
consistency (not produce contradictions to other sources).

Presentation Objective. Corresponding to synthesis are evalua-
tion aspects related to a model’s ability to condense relevant in-
formation from multiple sources into a single answer. Resembling
multi-document summarization, the presentation objective covers
the assessment of an answer’s conciseness (at a level of granularity
sensible given the topic and user [28]), coherence (uniform writing
style in the answer), and accessibility (written in an understandable
way; again, dependent on the user).

3.4 Components of the User Model
Developing a user model for generative IR is challenging. The tra-
ditional user models were focusing on list SERPs and might thus
not apply to text SERPs, as, for instance, the search process steps
of selection and interaction are undertaken by the system instead.
Additionally, little to no user behavior data on text SERPs are avail-
able in the academic context (e.g., A/B tests or laboratory studies)
to base model validation or development on. To contribute a user
model for generative IR, we thus extrapolate from established eval-
uation practices in IR and related fields like question answering
or summarization. We follow the considerations of Carterette [19],
who argues that a user model in IR should include three distinct
(sub-)models: (1) a utility model that induces a gain function by
capturing how each result provides utility to a user, (2) a browsing
model that induces a discount function by capturing how a user
interacts with the results, and (3) an accumulation model that com-
bines the individual gain and discount values by capturing how
individual utility is aggregated.

3.4.1 A Utility Model for Generative IR. Surveying the literature
on evaluation in IR and in related fields, we identified ten utility
dimensions applicable to generative ad hoc retrieval. Figure 5 shows
the dimensions grouped into five categories (coherence, coverage,
consistency, correctness, and clarity) with color-coded correspond-
ing evaluation objectives and indicated granularity from which
gain is obtained (statement level: from an individual statement in
the response; response level: from the response as a whole).

Coherence. Coherence is a response-level dimension of utility
referring to the presentation objective and involving the aspects
of statement arrangement that should form a narrative without
contradictions [100, 117] (i.e., logical coherence: Is the response
well-structured?) and of the writing style that should yield readable
and engaging responses [18, 56] (i.e., stylistic coherence: Does the
response have a uniform style of speech?).

Coverage. Coverage is a response-level dimension of utility re-
ferring to the retrieval objective and measuring how well a user’s
information need is treated by the returned information; it can be
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Figure 5: Taxonomy of utility dimensions in generative ad
hoc retrieval; colors indicating the evaluation objectives.

subdivided into [17] broad coverage (i.e., whether the response cov-
ers diverse information [146]), and deep coverage (i.e., whether the
response provides in-depth and highly informative content [82]).

Consistency. Commonly observed problems with source-based
text generation are inconsistencies between the sources and parts
of the generated text [50] but also inconsistencies between the state-
ments within a response. We refer to the first problem as external
consistency, which is a statement-level dimension of utility involv-
ing the assessment of the consistency between a statement and its
source document(s) to ensure that the generated text aligns in terms
of content and context [83, 108, 137] (i.e., Is the statement accurately
conveying from the sources?). External inconsistencies are often
introduced through model confabulations / hallucinations [53] but
they should be distinguished from factual correctness, as external
consistency only assesses the alignment of a statement with the
sources, and not with some objective truth. To the second con-
sistency problem, we refer to as internal consistency, which is a
response-level dimension of utility involving the assessment of the
consistency between the responses’ individual statements to ensure
no contradictions [18, 92, 108]. It should be noted that this does not
mean that different conflicting perspectives on a topic can not be
reflected in the response, however, these should then be explained.
Both notions of consistency refer to the grounding objective.

Correctness. Correctness is a statement-level dimension of utility
referring to the retrieval objective and measuring to which degree
the information provided in the response is factual, reliable, and
addressing the user’s information needs. We subdivide correctness
into factual and topical correctness. The former captures the degree
to which a statement reproduces information that can be assumed
as objectively true. Yet, outside of small-scale domain-specific eval-
uation studies [110] fact-checking remains a challenge [89] and is
thus often reduced to a simpler approach, framing it in terms of ver-
ifiability [72], not truth. Here, the main requirement is that a piece
of information can be attributed to a reliable reference [130, 137]
(i.e., Does the statement state things that are verifiable?). Topical
correctness captures whether a statement aligns with the user’s
information need [79, 107, 134] (i.e., Does the statement state things
within the scope of the user’s information need?).

Clarity. The response of a generative retrieval system should be
expressed in a clear and understandable way [112, 149]. This, on the
one hand, comprises language clarity: concise [28, 108], comprehen-
sible [17], lexically and grammatically correct, and user-accessible
responses. Note that language clarity does not reflect fluency, which
is assumed already at human-level for model-generated text [108],
but rather the response being in the appropriate language register.
For example, a technical query might warrant an academic style
of writing in the response, while a joke question might afford a
more jovial tone. On the other hand, clarity also comprises content
clarity: in order to make a response explainable, the way a state-
ment is written should always clearly communicate the most salient
information [115] and where it stems from [95]. Both notions of
clarity refer to the presentation objective at the statement level.

3.4.2 A “Browsing” Model for Generative IR. For list SERPs, user
interaction is modeled by a set-based or a ranking-based browsing
model. In set-based browsing users are assumed to indiscriminately
examine all retrieved documents (e.g., for systematic reviews), while
in ranking-based browsing users are assumed to traverse the re-
trieved documents by rank, stopping when either their information
need is fulfilled or the search is aborted [19] (e.g., web search).
Aborting a search is usually motivated by the information need
being satisfied or the effort being too high to justify continuing to
browse. Yet, in generative IR, the selection and interaction steps
of the search process are undertaken by the system, so that the
user only has to read the (often short) generated text. This reduces
the effect of effort-based stopping criteria, with most users only
aborting their search when their knowledge gap is fulfilled or when
the response is deemed insufficient. This is neither really set-based,
as reading the response from the beginning and early stopping
might occur, nor traditionally ranking-based, as aborting the search
is not motivated by effort but rather by search (dis-)satisfaction.

Instead of a browsingmodel, we thus propose a readingmodel for
generative IR to reflect the attention a user places on the response
statements while reading. But as there are no dedicated studies on
reading behavior for generative IR yet, we turn to related work
on reading behavior for document comprehension. In a literature
survey, we identified six characteristics from which we deem three
as appropriate for our reading model: progression [15, 68, 69, 132,
147] implies that users parse a document sequentially (i.e., reading
the statements in their textual order), decay [38, 68, 69, 132, 147]
implies that the reading attention diminishes over the span of a
text, and saturation [68, 69] implies that users abort when they
have read enough to satisfy their information need.

Besides these three characteristics, we deem three others as
superfluous for our proposed reading model. First, perceived rele-
vance may be heightened following a relevant statement [68, 147]
but we adopt the same restriction as static browsing models for ad
hoc retrieval evaluation and neglect inter-statement effects [86, 88].
Second, although reading attention may be highest around query
terms [68, 147], our statement- and response-level utility granu-
larities render per-token effects rather constant. Third, although
users may skip non-relevant content during reading [15, 48, 68], we
ignore this effect in the reading model as non-relevant statements
will receive zero utility anyway.
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Figure 6: Overview of the evaluation procedure for generative
ad hoc retrieval. Given documents and topics, a system pro-
duces responses, which are segmented into statements, and
assessed for utility, based on which an evaluation measure
ranks systems by effectiveness. Solid lines indicate process
flow, dashed lines contextual information sources.

Altogether, our proposed readingmodel thus reflects a sequential
reading with decaying attention and early stopping when saturated.
These properties can easily be related to the𝐶/𝑊 /𝐿 framework [87]
of browsing models for list SERPs. Sequential reading indicates that
the framework’s assumption of a sequential process applies, decay
(diminishing attention) is related to the framework’s conditional
continuation probability 𝐶 and weight𝑊 (probability of a user
reaching some step of a sequence), and early stopping (saturation)
is related to the framework’s probability 𝐿 that indicates whether an
item is the last one before aborting a search. Our proposed reading
model can thus be operationalized as a monotonically decreasing
weight function over statements that discounts the contribution
of later statements in a response. At the same time, this directly
induces a response structuring approach of putting the most impor-
tant pieces of information first followed by less important details—
similar to the inverted pyramid scheme of news articles [98].

3.4.3 An Accumulation Model for Generative IR. To combine gain
and discount values over the statements of a response, we argue in
favor of expected total utility accumulation [19, 88]. It considers the
total utility a searcher accumulates from the whole response. Alter-
natively, measures could be based around estimating the total ‘cost’
of accruing information from the response in terms of the effort
expended [19]. However, we argue that the effort is comparatively
small in text SERPs so that optimizing for it is not that suitable to
reliably differentiate systems in evaluation.

4 OPERATIONALIZING EVALUATION
This section considers operationalizations of the proposed user
model. The goal is to take stake in what possibilities exist for each
step of the process, in an effort to illustrate the required compo-
nents and how they can be implemented. These considerations
are summarized in Figure 6, with each component (rows in the
figure) described in a subsection below. The experimental setup
encompasses a document collection, a set of topics reflecting the

search task, and a set of generative retrieval systems to be evaluated
(Section 4.1). Their responses to queries are (optionally) split into
statements using a segmentation approach (Section 4.2). Statements
are then assessed for their utility, distinguishing between assess-
ment without prior reference, and assessment in relation to prior
reference material (Section 4.3). Given annotations and an evalua-
tion measure, the systems can then be ranked with respect to their
effectiveness as indicated by an aggregated score (Section 4.4). In
each of these four steps, we survey relevant literature and juxtapose
proposed evaluation processes with regard to their advantages and
disadvantages in the context of the assumed user model.

4.1 Experimental Setting
The established approach for the reproducible evaluation of tradi-
tional retrieval systems in an academic context is offline evalua-
tion [23, 114]. It encompasses a document collection, a set of topics
reflecting the information needs stated by users, and the set of sys-
tems to be tested. Generative retrieval evaluation does not diverge
from this basic procedure. Yet, the set of topics should include ones
that reflect the search task for which generative retrieval systems
are useful, i.e., the synthetic task posited in Section 2.3. Further-
more, a ranking of documents could be pre-supplied for each topic’s
query in order to exclusively study the systems’ synthesizing ability.
These can be taken from a baseline retrieval system, shared task
results [24–26], or query logs [103]. While opting for offline evalu-
ation allows to reuse established experiment infrastructure such as
the TREC format specifications for run and utility judgment files,6
generative retrieval systems introduce new requirements. Specif-
ically, a run file represents a text SERP, and should thus include
the generated text instead of a ranked list of document identifiers.
Utility judgments should be persisted together with the annotated
text, since no static document identifiers are available.

4.2 Segmenting Statements
While the complete response provided by the system can be anno-
tated as-is (this is especially warranted for response-level utility),
in order to ease annotation, it can be segmented into retrieval units
(suitable for statement-level utility). This approach of subdivid-
ing a response into smaller units is well established in evaluating
generated texts in NLP [29, 74, 91], and has been proposed for IR
as well [108, 109]. Unit statements should be atomic, in the sense
that an assessor should be able to make an informed and reliable
decision about their utility with little to no surrounding context.

To this end, human judges can be employed to extract state-
ments [29, 30], but the high effort and low repeatability, as well as
the inability to assess the effectiveness of a new system without
repeated human intervention renders this approach impractical in
most settings. Automatic means of statement segmentation, compa-
rable to the established task of web page segmentation [61], could
include splitting after each given reference (useful for experiments
investigating grounding, as each statement has a clear attributable
source), sentence-level splitting (useful for fine-grained utility di-
mensions such as correctness or coverage), or prompting the model
to output already delineated statements.
6https://github.com/usnistgov/trec_eval/

https://github.com/usnistgov/trec_eval/
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4.3 Assessing Utility
Two different settings for collecting utility assessments can be
discerned: (1) a direct assessment of the responses is carried out,
without comparing to a separate ground truth; and (2) the unjudged
responses can be compared to pre-existing reference responses
on the same document and/or query set. The first is similar to
reference-free evaluation in summarization [35], which instructs
annotators to assess the summary directly, while the second is sim-
ilar to reference-based evaluation in summarization [12], which
instructs annotators to assess the overlap between the system out-
put and reference response, under the assumption that the reference
response is the gold standard, or at least exemplary of utility. Not all
utility dimensions can be judged on the generated text alone (as, e.g.,
clarity of language can), but also require information beyond the
generated text (e.g., topical/factual correctness). We therefore dis-
cern reference responses and context: reference responses are one or
more pre-existing texts to which a new response is compared, while
context covers the assessment information required. An assessment
made with context only is therefore deemed reference-free.

Reference-Free Assessment. To operationalize reference-free eval-
uation for generative IR, the straightforward approach is to task
human judges with assessing a given output. Yet, possibilities also
include using the self-reported uncertainty of generative models
with out-of-domain data [90], or relying on other generative mod-
els to assess the quality of the output, such as BARTScore [136]
or GPTScore [40]. Classifiers trained to estimate the magnitude of
a utility dimension have also been used [64]. Ranking, either in a
pairwise or listwise fashion is an additional form of assessment, i.e.,
tasking a judge with ordering statements of unknown utility with
respect to a given utility dimension [43], under the hypothesis that
a response with higher utility will be ranked higher, too.

Reference-Based Assessment. To operationalize reference-based
assessment, commonly a similarity measure is applied between ref-
erence and response. Lazaridou et al. [65] evaluate their generative
retrieval system for the task of question answering by matching
words between generated response and the gold answer. Similarity,
Arabzadeh et al. [4] assign relevance scores to candidate answers
in a QA task by measuring their similarity to annotated ground
truth data in latent space. Other content overlap metrics, though
not necessarily transferable to the setup proposed here, such as
BLEU [96], NIST [33], ROUGE [70] TER [120], METEOR [8], BERT
Score [142], or MoverScore [145] have been used to compare a gen-
erated text to a reference text, either in full or at the statement level.
Ranking models have also proven useful for the relative assessment
of generated texts in comparison to references, e.g., in machine
translation [34, 121], both in a listwise [67] as well as a pairwise
setting [46, 47]. Arabzadeh et al. [4] implement a kind of pseudo-
relevance feedback by retrieving candidate reference documents
from a corpus, using highly-ranked ones as references.

4.4 Measuring Effectiveness
For statement-level evaluation, the individual utility of statements
has to be combined into an overall score for the response. Effective-
ness measures for the proposed aggregation model of expected total
utility take the general form

∑𝑘
𝑖=1 𝑔(𝑑𝑖 ) ·

∑𝑘
𝑗=𝑖 𝑝 ( 𝑗) [19], where 𝑘 is

the evaluation depth, or in our case, response length, 𝑔(𝑑𝑖 ) is the
utility of the statement at position 𝑖 , and 𝑝 ( 𝑗) is the probability of
the user aborting their search immediately after position 𝑗 . The for-
mer is referred to as a gain function, given by the utility assessments
of statements collected before. The latter as a discount function,
chosen based on prior information about typical user behavior.
The widely established measures of DCG and nDCG [52] used for
traditional IR evaluation stem from this family of measures [19]
and seem suitable for generative retrieval evaluation as well. Yet,
they assume a logarithmic discount function. It is currently unclear
if this is an appropriate choice to model the effect of decay and
saturation in the proposed reading model for generative IR. While
the family of measures is thus applicable, the concrete choice of
measure needs further empirical validation from user experiments.

For response-level evaluation, two choices for measuring effec-
tiveness exist: either utility is annotated directly for a response, or
it is aggregated from individual statement utility. While the latter
seems counterintuitive to the response-level vs. statement-level
distinction made for utility before, note that the level of granularity
on which a utility dimension is defined, and the level of granularity
at which annotations are collected can differ. Response-level utility
may be aggregated from annotations of individual statements, or
statement utility may be derived from annotations of the whole re-
sponse. For example, consider the response-level utility dimension
of broad coverage. It can be estimated by measuring the breadth
of topics occurring over all statements, hereby annotating which
topics occur in each statement. The previously motivated family of
DCG-type measures can be extended to support such evaluation.
For example, measure modifications similar to 𝛼-nDCG [22] that
reward a diverse set of topics in a ranked list can be made for gener-
ative IR as well. Independent of how a single score is produced for
each response, the final system score is aggregated over multiple
topics, increasing robustness and enabling statistical testing.

4.5 Comparison with Existing Frameworks
Two other approaches for the evaluation of generative retrieval sys-
tems have been proposed recently: SWAN [108] and EXAM [113].
The starting point of both is a text SERP response, albeit less formal-
ized and without considering the synthetic search task it enables.

SWAN follows a similar approach as is proposed here, first es-
tablishing the notion of ‘information nuggets’, i.e., statements, that
constitute the response. Then, a total of 20 categories are described,
indicating how a nugget may be scored. The individual nugget
scores are then averaged over the whole response. Here, too, two
different levels of score categories, i.e., utility dimensions are consid-
ered. While similar, our approach and SWAN differ in three impor-
tant aspects. First, we base our method on a theoretical foundation
in the form of a user model, whereas SWAN is mainly motivated
from a standpoint of practicability. Second, SWAN is geared towards
conversational search, while we consider the ad hoc search task.
And third, the utility dimensions we propose differ from SWAN
due to the shift in scope: We exclude dimensions specific to conver-
sational search (e.g., recoverability, engagingness), and also those
which do not serve to operationalize evaluation for the synthetic
search task specifically (such as non-toxicity, robustness to input
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variations, etc.). The majority of the remaining utility dimensions
from SWAN can be mapped to ours.

EXAM takes a completely different approach. Instead of directly
evaluating inherent qualities of the generated text, it considers
the downstream effectiveness of a Q&A system that ingests the
generated answer on multiple-choice questions. The hypothesis is
that the correctness of its responses are correlated with the quality
of the generated text it uses as input. Being an automatic evaluation
method, this allows for rapid experimentation, yet exhibits three
major drawbacks: It offers no fine-grained insight into the quality of
the generated text, it is not grounded in a user model, and it requires
a suitable Q&A system, impacting reliability and comparability,
since there are no accepted standards.

In sum, our approach can be related to existing methods in terms
of compatibility, complementarity, and consistency. Our approach
is compatible with SWAN, as it is derived from similar assumptions,
yet adding a theoretical foundation, and constructed with a different
search task in mind. Our approach is complementary to EXAM,
as our focus is on fine-grained, reliable, user-oriented evaluation,
whereas EXAM excels for rapid, system-oriented experimentation
with little overhead. Furthermore, our approach is consistent with
traditional IR evaluation techniques, making only small adaptations
to the utility, browsing, and aggregation models to accommodate
the new search paradigm. We believe that this renders much of
the work on methods and theoretical foundation for traditional IR
evaluation still applicable.

5 CONCLUSION
Generative retrieval introduces a new paradigm for the retrieval of
information. With it comes the need to measure and understand
new utility dimensions that make text SERP responses from gen-
erative retrieval systems relevant to a user’s information need. In
this paper, we have extrapolated a theoretical foundation for the
evaluation of generative retrieval systems from traditional IR and
related disciplines. First, we established that the search task of gen-
erative ad hoc retrieval goes beyond acquiring information, and
instead enables the condensation of information, a process we dub
the ‘synthetic search task’. Second, we proposed a new user model
that accommodates this task, including evaluation objectives, util-
ity dimensions, and a browsing model for text SERPs. Finally, we
outlined how one could operationalize the evaluation of generative
retrieval systems, surveying how existing evaluation approaches
relate to, and could fit into the proposed methodology.

Many techniques for constructing generative retrieval systems
are currently emerging, but evaluating their output is still a non-
standardized and thus hardly comparable effort, lacking a theoreti-
cal motivation. We have provided our vision of a comprehensive
approach for evaluating generative retrieval systems. Yet, we be-
lieve that user experiments are needed to effectively apply this
theoretical motivation, and studying its reliability and validity. This
requires a meta-evaluation, such as recently started by Arabzadeh
and Clarke [5], of both, existing measures and measures modified
for generative IR specifically, to study how well they align with
user preferences, and to study the proposed utility dimensions and
their ability to reflect user satisfaction, similar to studies conducted
for traditional IR [17]. In addition, investigating user interactions

with generative retrieval systems is warranted; for example, are
user clicks on cited documents in a generated response indicative
of their relevance or the user’s disbelief, or will generative retrieval
make clicks superfluous?

Limitations. The evaluation process we propose in this paper
is limited in two ways. First, we opted for a holistic evaluation of
text SERPs, i.e., instead of evaluating the pipeline of components
that constitute the generative retrieval system individually, we
focus on evaluating the final response. Second, the evaluation is
additionally limited to answer the question if a generative retrieval
system is successful at supporting the synthetic search task. This
does not consider the more general evaluation objectives that all
search systems are subject to (such as bias, fairness, ethicality,
or user privacy). In that sense, our considerations are specific to
generative IR, disregarding the evaluation of systemic aspects of
IR as a whole. This is not meant to deemphasize the importance of
evaluating, e.g., bias in search results, but rather considers it to be
outside the scope of this paper.
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