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ABSTRACT

How could an envisioned voice-based conversational information
system assist the information seeker when the seeker does not
know how to continue the conversation? The system could explic-
itly suggest a question to ask after each of its responses, but this
approach quickly feels restrictive, repetitive, and interrupts immer-
sion in the conversation. In this paper, we explore, for the first time,
unobtrusive syntactic and auditive modifications of oral system
responses to nudge information seekers towards asking about spe-
cific topics. We report the results of a crowdsourcing study with
965 participations that investigated the effectiveness and drawbacks
of different modifications in three information scenarios.
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1 INTRODUCTION

Paradoxical at first glance, information seekers occasionally do not
know what to ask. Especially when they have little knowledge on
the topic under investigation or in case of a spontaneous infor-
mation need, seekers are frequently unable to carry out explicit
requests [3, 12, 21]. Conversational systems are supposed to sup-
port their users in such a situation, however, to the present day, it
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is still unclear how to provide this support efficiently. Moreover,
conversational systems usually present some hurdle to asking ques-
tions, as information seekers do not know which types of requests
the system can handle [14]. This may lead users to oversimplify
their question, overwhelm the system, or simply hesitate and abort.
In voice-based conversational search, seekers might be put under
additional pressure when the system allows input for only a short
time, creating a kind of decision paralysis that makes it difficult to
issue a command before the system stops listening.

Complex search tasks require the acquisition of complex infor-
mation; for example, when we try to comprehend consequences
of a political decision. Here, the need for information changes dy-
namically during the search and moments of uncertainty are thus
common. At best, system responses provoke new requests and the
conversation continues to a satisfactory end. If no new questions
arise in time, a conversational system may offer a certain prese-
lection; however, explicit suggestions from auditory-only systems
involve particularly high costs, as making explicit suggestions is
time-consuming and imposes significant cognitive demands on the
information seeker to comprehend each option.

In human-to-human oral conversations, humans tend to apply
subtle techniques to direct their listener’s attention to specific con-
tent, for example emphasizing selected content terms, repeating the
terms, or placing the terms at the beginning or end of their utter-
ance rather than in the middle. Each of these techniques indicates
the importance of the content without incurring much additional
processing time like explicit suggestions. In naive users, the latter
may create a sense of safety when operating the system; however,
as a whole, implicit suggestions can provide for a smoother conver-
sation by mimicking human-to-human dialogue.

The paper at hand evaluates the potential of implicit techniques
for guiding a seeker’s attention in auditory-only conversational
systems. We therefore adopt a term from the decision-making liter-
ature: nudges, using the term as an intervention “that alters people’s
behavior in a predictable way without forbidding any options or
significantly changing their economic incentives. To count as a
mere nudge, the intervention must be easy and cheap to avoid” [22].
This definition aligns with the concept outlined above: to suggest
certain queries without imposing them, and to support the creation
of an internal locus of control.
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This paper investigates the following research questions:

RQ1 How effective are different techniques in nudging people
towards a specific target?

RQ2 How does nudging effect the seeker’s mental load when lis-
tening to information?

RQ3 How does nudging effect the perceived naturalness of the
synthesized speech?

After a brief review of related work, Section 3 introduces and
classifies different techniques to nudge seekers towards certain top-
ics. Section 4 then describes our experimental crowdsourcing setup
for investigating the research questions, with results and insights
from the experiments being detailed and discussed in Section 5.

2 RELATED WORK

Our work is connected to existing literature in several areas, specif-
ically to nudging and biases, voice interfaces, and conversational
search.

2.1 Nudging and Biases

A few studies also analyzed the effect of nudges in interactions
with computer systems. Son Nguyen et al. [20] introduces biases
and nudging in their study on consumer attitudes and behavior
intentions. Specifically, the study investigated whether and how
anthropomorphism and associated biases in voice assistants af-
fects how consumers assess things and decide whether to make
purchases while using voice assistants. Myers [13] analyze how
different ways to provide feedback in a voice interface can assist
the user. Depending on the detected user proficiency with the sys-
tem, they nudge users towards the use of more advanced verbal
commands and actions to complete their desired tasks. Kankane
et al. [9] analyzed the effect of nudges on self-reported measures
in password selection. Participants underwent a variety of nudges
(incentives, norms, default, salience, and ego) before stating their
level of comfort with an auto-generated password and intentions
to establish a new password. These preliminary results suggest that
various psychological effects-based nudges may be useful design
cues that facilitate the performance of desired activities. To the best
of our knowledge, the paper at hand presents the first study of the
effect of different nudging techniques in a conversational setting,
and if they have any effects on the users’ mental load.

2.2 Voice Interfaces

Only few works in literature demonstrate the further continuity
of conversations with voice interfaces. The recent study of Fis-
cher et al. [6] looked at sequences of voice interaction captured
in people’s homes to see how a strong desire for progressivity in
conversation actually plays out in practice. Their data demonstrates
how non-answer responses hinder progress, how explanations for
non-answer responses can promote recovery, how participants seek
out answers, and how, in the end, moving an interaction forward
does not always require a fitted answer but also other types of
responses. Zheng et al. [28] suggested that a common issue in con-
versational interfaces is lack of engagement. This is especially true
for scenarios involving group projects and online communities,
where more contributions and increased community involvement
are required. As outlined in their work, it is difficult to promote
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productive conversation among students in peer learning settings,
such as by having students explain to peers and restate others’
statements, and to offer others effective learning support, such as
by having a positive attitude and causing tension release. Related
to the information scenarios of this work are studies of auditory
websites [25-27]. Zhang et al. [27] explored how voice in a website
reader could be augmented with “audio styling” to convey aesthet-
ics, user engagement, or interactivity. For example, they utilized
techniques such as changing tones of voice, accent, personality to
convey the aesthetics and information displayed on websites. These
techniques were developed by 14 professional sound designers. Our
study borrows some of these auditory modifications to nudge users
towards specific topics.

Studies using crowdsourcing techniques to evaluate voice assis-
tants remain limited. The previously mentioned study by Kankane
et al. [9] adopted a crowdsourcing methodology, so as Randhawa
et al. [15] who introduced a voice-based crowdsourcing platform
to 725 workers in low-resource locations using low-end phones.
Translations, the creation of data-sets, and surveys on demograph-
ics are examples of tasks that were performed in this study. While
this study addresses a voice-based system, it lacks the presence of
conversational systems. Since that remains an open question, we
try to explore it in our crowdsourcing study.

Our study looks into how conversations could be actively sus-
tained and continued with voice assistants, in three example sce-
narios: in a museum, in a product-comparison system, and argu-
mentation.

2.3 Conversational Search

Several works exist to study conversational search. A good overview
is provided by the report on the corresponding Dagstuhl seminar [1].
We here briefly point out a few studies that focus on dialogue anal-
ysis. In the largest dialogue analysis we are aware of, Vakulenko
et al. [24] use 150K transcripts from 16 freely accessible dialogue
data-sets, establishing connections between conversational search
and other conversational Al tasks. Different to the dialogues ana-
lyzed in this work, our setup does not enable coherent dialogues,
but uses the method of simulating parts of a conversation with
gaps in between [10]. Trippas et al. [23] analyze different conver-
sational techniques that people use in a search-related audio-only
communication channel. Specifically targeting follow-up inquiries,
Rosset et al. [19] analyze the effects of conversational question
suggestions. Similar to the nudging techniques introduced in our
work, but more direct and explicit, these suggestions direct seekers
to more engaging experiences by offering amusing, educational,
and practical follow-up inquiries. However, we see a clear lack of
studies on how to create engaging conversational search dialogues.

The potential for conversations between users and voice assis-
tants to go beyond the question-and-answer format has not been
largely present in research on voice assistants. This study, moti-
vated by this prospect, intends to investigate the possibilities of
deeper conversation design for voice assistants beyond what is
currently available.
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3 NUDGING METHODOLOGY

The core concept of this publication is nudging in oral information-
seeking conversations, which is, for this purpose, to suggest to the
user certain questions without imposing them and to support the
creation of an internal locus of control. Users of a conversational
information system often have difficulty selecting a question to
ask because the number of options is overwhelming. Moreover, it
usually takes too much time for oral systems to fully reveal to the
user which questions they could answer. To overcome the decision
paralysis of a user as they try to formulate a question, and thus
to continue the conversation, the system could highlight in each
answer it gives the bits for which it would be beneficial for the
user to ask questions on—for example, because the system has
important or more in-depth information about these bits. The goal
of highlighting bits of the answer is to keep them in the user’s mind,
and thus provide for an easy target for a follow-up question—hence,
to nudge the user towards asking about the targeted information.
As Thaler and Sunstein [22] put it: “if you want to encourage some
action or activity, make it easy.”

Each channel of communication comes with its own possibilities
for nudging. Visual interfaces can employ typographical features
like color and underline, and build on established appearances, e.g.,
for hyperlinks, to highlight interaction possibilities. For example,
when an information seeker reads a Wikipedia article, they can
always click on highlighted subtopics to learn more. For an oral
conversational system, on which this study focuses, it is however a
challenge to highlight such possibilities without compromising the
intelligibility or increasing the length of the spoken content.

For this study, we analyze six different nudging techniques, suit-
able for oral conversations and described in Section 3.1. Some of
these techniques are very subtle and work subconsciously. We
discuss ethical implications in Section 3.2.

3.1 Employed Nudging Techniques

In addition to a baseline of explicitly suggesting the target concept
to the user, the analyzed techniques fall into the following three cat-
egories: linguistic emphasis, natural voice emphasis, and artificial
voice emphasis. Linguistic emphasis uses linguistic devices such as
word choice or sentence structure to draw attention to the target.
Natural speech emphasis leaves the spoken content unchanged and
attempts to mimic how people emphasize things in a dialogue (e.g.,
speaking louder). Unlike natural speech emphasis, artificial speech
emphasis can not be reproduced by humans. It means to modify
the audio using unconventional methods to make the target stand
out. We analyze the following six techniques:

Explicit. This baseline technique suggests to the user to ask a ques-
tion about the target (e.g., “What else do you want to know about
[target]”). Thereby, it considerably extends the spoken content’s
length, feels quickly repetitive, and should thus be used irregularly.
However, it is very direct and thus likely very effective.
Repetition. This linguistic emphasis technique repeats the target
within the response, for example by resolving a reference (she/he/it)
or adding a short phrase. Exact and conceptual repetition of infor-
mation significantly improves human recall from memory [18].
Repetition is also a common device in argumentation and increases
the persuasiveness of arguments [4].
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Last. This linguistic emphasis technique changes the information
order in the system response to have the target occur at the re-
sponse’s end. People are more likely to remember spoken content
from short-term memory that they heard first or last [2]. These phe-
nomena are referred to as primacy and recency effects, respectively.
We selected “last” since the recency effect is stronger [2].
Ensemble. This natural voice emphasis technique slows down
the target’s speaking rate by approximately 10% and increases the
perceived volume by approximately 2 dB. It tries to imitate human
emphasis and values are chosen accordingly. It is inspired by the
work of Chuklin et al. [5], who used such prosody modifications to
highlight search terms in spoken search engine result snippets.
Breaks. This natural voice emphasis technique places pauses of
500 ms before and after the target in the spoken response. This
technique is inspired by the work of Chuklin et al. [5], too.
Reverb. This artificial voice emphasis technique adds a short reverb
to the target in the response. In the context of auditory websites,
professional sound designers suggest adding reverb to emphasize
important content [27]. However, the effects of adding the reverb
were not analyzed by the authors.

3.2 Ethical Considerations of Nudging

In our research, we analyze methods so that they can be employed
with the intent to help users who are unsure or even paralyzed with
continuing the conversation. As the oral channel is narrow when
it comes to transferring words, techniques that use few words to
suggest how to continue are clearly preferable. Hence, suggestion
techniques that do not add more words but use other effects should
be preferred. Additionally, we would like to use techniques that do
not impair or distract users with a clear mindset. Thus, subtle or
even subliminal techniques are attractive.

However, the less obvious a nudge, the more the question arises
whether such manipulations can be ethically justified. Our experi-
ments show the effectiveness of some proposed nudging techniques.
Thus, to some extent, the techniques could be misused to mali-
ciously change a user’s behavior. Some examples of misuse include
manipulating users to buy certain products, influencing a user’s
political opinion (e.g., by nudging only towards arguments of one
stance), or nudging users to commit unethical or criminal acts.

We take the view of Thaler and Sunstein [22], which discuss
this issue in detail. Here, we provide a brief summary of the main
points. First, it is simply not possible to not use nudging at all.
Consider the technique “last,” which is one of the most effective
in our evaluation. Obviously, there is always some information
presented last in a sentence. With this consideration in mind, we
argue that analyzing the effects of nudging is much needed to
better understand its dangers and possibilities. Second, analyzing
nudging and its effect allows pinpointing these effects in actual
systems, and thus to evaluate whether these techniques are misused
in specific situations. As a clear guideline for authors and designers
of conversational systems, we follow Thaler and Sunstein [22]
and endorse the usage of John Rawl’s publicity principle [16]. The
principle loosely reads as: only nudge when you would be both able
and willing to defend this nudging publicly. We think this is—at
least in the sense considered in this paper—the case for nudging
information seekers towards specific targets of a response.
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4 EVALUATING NUDGING TECHNIQUES

Since the effectiveness of some proposed nudging techniques is
linked to the physiological abilities of the study participants, it is
necessary to collect data from a diverse and representative set of
people in different situations. We therefore decided to use a crowd-
sourcing setup with different scenarios. In the following sections,
we describe our setup in detail and present the measures we applied
to the collected data to answer the research questions.

4.1 Crowdsourcing Responses to Nudges

To gather data on the effects of the nudging techniques described
in Section 3.1 we conducted a large-scale crowdsourcing study with
8574 questions asked in response to 30 different information snip-
pets, each in one of 18 different nudging variants. Each participant
listened to 10 informative audio snippets in sequence. For each
snippet, the participant was asked to name the first question that
would come to their mind by typing it in as soon as they have one.
They were specifically told to avoid replaying the snippet unless
they got distracted or similar, as we assume people would also do
when interacting with voice apps in real life. Moreover, after nam-
ing the question, they were asked to fill out a “raw TLX” form [7] to
measure mental task load,! to rate their curiosity in the answer to
their own question as a self-reported measure of interest level, and
to rate the snippet clarity and naturalness as a measure of possible
side effects a nudging technique might have. Figure 1 shows the
interface.

Scenarios. To make it easier for the participants to focus on com-
ing up with questions over getting into topics, we avoided topic
switches and selected the information snippets to be topically co-
herent for each study participation. However, to avoid restricting
our results to a single topic, we prepared three sequences of 10 snip-
pets each, which we refer to as scenarios. Each scenario has its
own introductory text, that is displayed to the participant through-
out the study, and which the participant is asked to read before
listening to the first snippet (cf. Figure 1). The three scenarios are:
(1) argumentation, in which the participant is asked to imagine
their government is calling for a public vote on whether to reduce
a universal basic income, and is talking to a trustworthy audio app
that exists to inform them on the matter; (2) museum, in which the
participant is asked to imagine using an audio exhibition app on the
German Bauhaus (style in both architecture and product design) to
inform themselves on its history; and (3) product comparison, in
which the participant is asked to imagine the need to buy several
items and asking a voice-based comparison app to provide informa-
tion to assist them in the buying decision. The argumentation and
museum scenarios are inspired by recent work in conversational
information seeking [10, 11] and are designed to be as cohesive
as possible: each snippet but the first one is the answer to a ques-
tion that one could ask on what was said in the previous snippet.
Whereas the information conveyed in the argumentation scenario
are mostly reasons in favor and against (conjectures, opinions, and
statistics), the information conveyed in the museum scenario are
mostly historical facts. We chose product comparison as the third
!We omitted the question on physical demand as coming up with a question has no

physical component. To avoid confusing participants, we decided to drop the question
completely.
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scenario to include a mundane everyday topic. To make it even
more different from the others, we chose to focus on a different
product category with every snippet. To get the participants into
the product comparison topics quickly, we told them before each
snippet that they would now hear the response to them asking
about buying an item of the respective category.

Snippets and Targets. We selected the 30 informative snippets
(10 for each scenario) to cover a wide variety of information types
within the respective scenarios and used Amazon’s Polly for text-
to-speech synthesis, automating the use of the nudging techniques
as much as possible. The presented information was collected from
the respective Kialo discussion page? for the argumentation sce-
nario, the information used in the study by Kiesel et al. [10] and the
Bauhaus Wikipedia page® for the museum scenario, and various
review websites for the product comparison scenario. We ensured
that each information snippet contained at least three points to
ask follow-up questions on. From these points, we selected three
for each snippet to be the targets we would then nudge towards.
We created for each snippet three variants, each with a different
target at its end, corresponding to the technique “last” One of these
variants is used as the base for other techniques. For the repetition
technique we manually repeated the word(s) of the respective target
with as few modifications as possible, if possible only by resolving
co-references. For the ensemble and reverb techniques we used
audio processing software, whereas we introduced the breaks of
the breaks’ technique in the SSML used for text-to-speech synthe-
sis. For the explicit technique, we employ ten different patterns of
asking or hinting at the target that we randomly select for each
snippet and append to it (e.g., “What else do you want to know
about [target]?” or “Feel free to ask about [target]”). We provide
the scenario descriptions, SSML files, and audio files as supplemen-
tary material along with this paper.* Each participation used one
scenario only, with the ten snippets being always in the same order,
the “last” technique applied on two randomly chosen snippets to a
randomly chosen target, and the same other technique applied on
the other eight snippets to a randomly chosen target. We ensure
that every participant hears snippets with the “last” technique to
use these two for within-subject normalization purposes, as we
expect that technique to be the least obtrusive.

Crowdsourcing. We employed Amazon’s Mechanical Turk to
reach a diverse group of English speakers for participation. As Huff
and Tingley [8] have shown, the demographics of workers on Ama-
zon’s Mechanical Turk is comparable to other established survey
platforms. Participants were allowed to participate multiple times,
but only once for each scenario. We enforced this restriction using
Mechanical Turk’s qualification system. Furthermore, to increase
data quality and general language proficiency, we required that
participants had a track record of at least 100 approved HITs and
be located in Australia, Canada, the UK, or the US. By steadily
increasing the number of participants, we ensured that for every
combination of snippet, target, and nudging technique there are
at least 10 participants who named a valid question for it. In total,
our task attracted 2237 participations, of which we rejected 600 in
Zhttps://www.kialo.com/should- there-be-a-universal-basic-income-ubi- 1634

3https://en.wikipedia.org/wiki/Bauhaus
4Supplementary material: https://doi.org/10.5281/zenodo.7226308
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Instructions

« This HIT requires solid proficiency in American English.

« Use headphones and ensure a quiet environment: return the HIT if you can not comprehend the audio snippets!
« When listening to the snippets, your focus should be on naming the first question that comes to your mind.

« Directly start typing the question as soon as you have one. Imagine you would interrupt the speaker to ask it.

« Avoid replaying a snippet. Only replay if you got distracted.

« Hint: The slider questions are the same for all snippets. You can set the sliders with (1) to (5) on your keyboard.

Scenario Before Listening to the Snippets

Imagine your government considers to introduce a Make sure you understood the instructions above.
Universal Basic Income (UBI) to battle high inflation
rates. Every citizen (including you) is asked to vote on  1ake a moment to read and put yourself in the scenario on the left.

the matter.
I read the instructions and scenario and put myself in the scenario

In preparation for the vote, a widely respected and

trusted nonprofit organization released an interactive  Prior knowledge (How much do you already know about Universal Basic Income?)
audio app to inform everyone about the pros and cons. None (1) Expert (5)

You can ask the app anything that comes to your mind.

The first snippet is the app's introduction to the topic. Prior opinion (How much are you in favor or against a Universal Basic income? Select the center value if you have no opinion yet)
After that, the app would react to your questions, but the Extremely in favor (1) Extremely against (5)

snippets in this HIT do not. Still, try to imagine listening

to the other snippets as you interact with the app.

Snippets

Snippet 1 of 10
| play snippet | 0:00

During or after listening to this audio snippet, the first question that comes to mind is:
(Name what you are asking about: avoid "that” or "it"; Do not worry about speliing errors;)

Mental demand (How mentally demanding was coming up with this question?)
Very low (1) Very high (5)

Temporal demand (How hurried or rushed did you feel when coming up with this question?)
Very low (1) Very high (5)

Performance (How satisfied were you with this questio
Failure (1) Perfect

Effort (How hard did you have to work to come up with this question?)
Very low (1) Very high (5)

Frustration (How insecure, discouraged, irritated, stressed, and annoyed were you?)
Very low (1) Very high (5)

Curiosity (How curious are you about an answer to your question?)

Very low (1) Very high (5)

Snippet clarity (How easy was it to understand the snippet?)
Very low (1) Very high (5)

Snippet naturalness (How natural did the snippet feel to you with respect to the scenario?)
Very low (1) Very high (5)

Snippet 2 of 10

| play snippet | 0:00

Nurina ar aftar lictaninn #a thie audin eninnat #tha firet muactinn that ramae #n mind ie-

Figure 1: The study interface as displayed on Mechanical Turk, after checking the box that instructions have been read.
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which the instructions were not followed and further excluded
672 of doubtful quality (especially bad English skills), resulting
in 965 valid participations with 10 questions each. Participants
required on average 21 minutes to complete the HIT, for which
they were paid USD 3.00, resulting in an average hourly wage of
USD 8.57.

Curation. Having collected 9650 questions, we manually anno-
tated each question for whether it should be discarded due to quality
concerns (e.g., being irrelevant to the topic, repeated several times
by the participant, or simply unclear: 1274 total), and which of the
three targets it is about, if any. Since we specifically use the explicit
technique as baseline, we also used it to define aboutness for this
annotation: we say a question is about the target if the question
would fit to “What else do you want to know about [target]?” For
an unbiased annotation, we ensured we were aware of neither the
applied technique nor the target. Of the 8376 questions we did not
discard and use in our analysis below, 4340 (52%) were about none
of the three targets, 3657 (44%) on one, 301 (4%) on two, and the
remaining 78 questions (1%) were so generic that they were on all
three targets.

4.2 Effectiveness Metrics

The effectiveness of a nudging technique calculates how often a
user is persuaded to ask a question about a particular target. We
measure the “raw” effectiveness e of a technique 7 as the ratio
between the number of questions n; about the nudging target of z,
and the number of all questions N we collected for 7.
nr
=N, (1)
In pilot studies, we found that there are hierarchical biases in
nudging effectiveness based on the difficulty of the scenario, task,
and targets. Regardless of the nudging technique, we found a large
variance in nudging effectiveness across targets. To eliminate effects
caused by an imbalance of the number of questions per nudging
target, we estimate the normalized effectiveness é as a relative
metric to the nudging effectiveness per target of the baseline (i.e.,
the “explicit” technique). Let a target be denoted by ¢ with ¢t € T and
[T| = 90 (i.e., three scenarios times ten tasks times three targets).
Let er; be the effectiveness of a nudging technique for an arbitrary
target. The relative effectiveness of a technique 7 is calculated as
follows.

er

exp11c1t t

@

~ Nt :
= |T|Z mZan

4.3 Speech Quality Evaluation Metrics

eexphmt t Nexplicit,t

To obtain an unbiased view of how the application of nudging tech-
niques affects the perceived speech quality and intelligibility of the
audio material, we include automatic metrics for quality estima-
tion. The “Perceptual Evaluation of Speech Quality” (PESQ) [17] is a
model that predicts speech quality based on perceptual features that
is susceptible to faulty codecs, packet loss, or other network-related
distortions. We use an unprocessed audio snippet to compare it with
snippets that have been processed using non-linguistic nudging
techniques.
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Table 1: Raw (e) and relative (¢) effectiveness estimations of
the evaluated nudging techniques grouped by scenarios of
the crowdsourcing study.

Technique Scenario

Argument. Museum Prod. comp. Total

e é e é e é e é

Explicit 0.503 1.000 0.481 1.000 0.517 1.000 0.500 1.000
Repetition  0.328 0.639 0.200 0.430 0.155 0.310 0.228 0.459
Last 0.278 0.539 0.227 0.442 0.127 0.283 0.211 0.422
Ensemble 0.247 0.509 0.194 0.389 0.113 0.221 0.183 0.373
Breaks 0.222 0.465 0.189 0.393 0.125 0.242 0.178 0.366
Reverb 0.218 0.403 0.151 0.268 0.088 0.185 0.151 0.287
Total 0.294 0.586 0.235 0.480 0.179 0.356
5 RESULTS

To answer our research questions, we analyze crowdsourced and
annotated data in terms of effectiveness, efficiency, and side effects.
To get a clear picture of the influence of nudging techniques, we
discard questions written by crowdworkers who did not listen
to the audio snippets far enough to be exposed to the nudging
techniques. This means that crowdworkers exposed to the “last”
technique must listen to the end of the snippet. The “repetition”
technique is considered exposed when the participant has listened
to the nudging target at least twice. Of the 8376 questions that were
not discarded, 797 (~10%) were formulated without being exposed
to a nudging technique. These are not included in the following
analyses.

5.1 RQ1. How effective are different techniques
in nudging people towards a specific target?

To evaluate nudging capabilities of the different techniques in order
to answer RQ1, we compare the raw and relative effectiveness
scores. Table 1 presents the effectiveness scores of the techniques
with respect to the scenarios.

As expected, explicitly suggesting questions about a nudging
target is the most effective technique, which results in 50% of the
questions about the target. In comparison, repeating the same nudg-
ing target is less than half as effective overall. The least effective
nudging technique is adding reverb to highlight targets with an
effectiveness of about 15% overall.

The results show that there is a strict effectiveness ranking be-
tween the technique categories. Linguistic emphasis is more effec-
tive than natural voice emphasis. Natural voice emphasis is again
more effective than artificial voice emphasis.

How salient a technique is does not seem to affect its effective-
ness. Two of the most noticeable techniques, “explicit” and “reverb”,
are the most and least effective techniques, respectively. However,
the interpretation of the salience might differ. For the “explicit”
technique, there is no interpretation needed to understand that the
participant is suggested to ask about a specific target. With other
techniques, it might be unclear to a participant what to do with the
information that certain targets are being emphasized. However, the
improved recall potential also improves the nudging effectiveness,
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Figure 2: Average participant rating (100 is worst) for each
TLX question and TLX score by scenario.

which we see in Table 1. Presumably, being transparent about the
intention why certain targets are being emphasized could improve
the effectiveness of more subtle techniques even further. This is a
pathway for a potential follow-up study.

The effectiveness values vary greatly between the different sce-
narios. This suggests that the context in which a nudging technique
is used plays an important role in its effectiveness. For example,
“repetition” is a more effective nudging technique in the argumenta-
tion scenario, but mentioning nudging targets last is more effective
in a museum context. In our personal estimation, the content of the
argumentation scenario and the museum scenario is much more
challenging than the content of the product comparison scenario.
The overall better effectiveness in these more challenging scenarios
indicates that our hypothesis is true, that nudging helps to find
questions when it is difficult to find any. Figure 2, which shows the
average participant rating of TLX values per scenario, proves that
crowdworkers agree that argumentation and museum is actually
more demanding than product comparison.

5.2 RQ2. How does nudging effect the seeker’s
mental load when listening to information?

Figure 3 shows the average participant ratings of TLX values by
the studied nudging techniques. It can be seen that the influence of
a nudging technique on the demands of a task is rather subtle. The
most demanding technique is repetition with the largest delta in
frustration. Hearing the same target over and over again seemed to
be frustrating for crowdworkers. On average, frustration was three
points higher for the repetition technique than for the second most
frustrating technique.

Apart from this outlier, there are no non-negligible differences
between the techniques in terms of their impact on the demands of
a task. Upon further investigation, we found that these TLX values
are approximately uniformly distributed for most study configu-
rations. This raises the question whether TLX is an appropriate
metric to quantify the influence of nudging on mental demand in a
crowdsourcing setting. Further research is needed to obtain more
reliable results and definitively answer RQ2.
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Figure 3: Average participant rating (100 is worst) for each
TLX question and TLX score by nudging technique.
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Figure 4: Average participant rating (100 is best) for snippet
naturalness and clarity by nudging technique.

5.3 RQ3. How does nudging effect the perceived
naturalness of the synthesized speech?

Figure 4 shows how users perceived the clarity and naturalness of
the audio snippets after applying the nudging techniques according
to their own ratings. Overall, both naturalness and clarity are rated
quite high, which is a testament to the quality of the synthesized
speech. The deltas are comparably small, similar to the differences
with regard to mental load (RQ2).

For clarity, average ratings are roughly between 70 and 80 (where
100 is best), with the average rating for the reverb technique being
the only one below 75. Some participants in the comments described
the reverb effect as “weird,” or conjectured that the reverb (often
called “echo”) was due to an error. It thus seems this nudging tech-
nique needs to be explained to the seekers before it is applied, in
order to not confuse them.? However, participants also took note of
the “breaks” technique similarly, which was still rated as one of the
most clear. We see this as evidence that participants were indeed
able to distinguish the concepts of clarity and naturalness.

For naturalness, average ratings are roughly between 65 and 75,
and thus a bit lower than clarity. The reverb technique received the
>Note that some studies show that the effect of some nudging techniques does not
vanish when they are explained beforehand [22]. Whether this is also the case for

reverb, or whether its effect might even be increased through such explanations, still
needs to be investigated.
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Table 2: Objective evaluation for perceived speech quality of
the different nudging techniqes computed as average PESQ
at a sample rate of 16kHz between the unprocessed and the
audio with the applied nudging technique.

Technique PESQ

Avg. Min.
Reverb 3.70  2.52
Ensemble 3.15 1.55
Breaks 2.28 1.17

lowest rating also for naturalness, which seems unsurprising as it
is the least natural effect, especially if only applied on a few words
of a sentence. We assume the rating is still comparably high, as it
is only applied to such a small part of the entire audio snippet. At
least in the setting compared in this study, reverb thus seems to be
the least suited for nudging seekers.

In addition to the self-reported perceived naturalness of the au-
dio, we also investigated the use of automatic measures of sound
quality for this purpose, as these can be applied objectively and
at scale. As such measures compare the modified audio to a “per-
fect” audio, these measures are only applicable for techniques that
work without lexical changes (i.e., reverb, ensemble, and breaks).
However, as Table 2 shows, the PESQ measure (cf. Section 4) actu-
ally rates the audio of the reverb technique to be of higher quality
than for the other two techniques. We assume this is because the
ensemble and breaks technique introduce temporal modifications,
which seem to have a higher impact on PESQ than the additional
sound effect introduced with reverb. We thus conclude that PESQ,
a standard automated measure of sound quality, is not suited to
evaluate the naturalness of nudging techniques, and human ratings
are still needed to investigate the question of naturalness in the
future.

6 CONCLUSION

How can we offer guidance to users in oral conversations in an
unobtrusive way (i.e., without annoying them)? The problem of
engaging information seekers in conversation and then sustaining
that conversation has hardly been addressed in the literature so far.
This paper proposes and analyzes for the first time the use of precise
syntactic and auditive modifications of oral system responses to
nudge information seekers. Using a large-scale online crowdsourc-
ing study with 965 participations, we employ a contrastive setup
that compares the effectiveness of six different nudging techniques
in different information scenarios and using different targets for
nudging. We find that explicitly suggesting asking about a certain
topic causes the participants to do just that in about half the cases
for our setup. However, also techniques of linguistic emphasis (word
order and word repetition) are quite effective in nudging seekers,
causing seekers to ask about the nudged topic in up to 33% of cases
depending on the scenario, while being much less obtrusive. Also,
natural voice emphasis clearly has a guiding effect. On the other
hand, the effect of nudging techniques on the seeker’s task load and
perceived clarity and naturalness of the audio snippets is rather
small. With this study, we hope to have contributed a first effort
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towards developing conversational methods to start and continue
information-seeking conversations, showing the applicability of
nudging for offering guidance to seekers.

7 LIMITATIONS

Our study is limited in some regards, which might call for further
investigations in the future. First, we did not analyze participants’
demographic factors. However, such factors could influence the ef-
fectiveness of nudging. For example, some of the analyzed nudging
techniques are linked to physiological factors such as the ability to
recall information, which is likely correlated with participant age.
Second, due to the associated time and economic costs, we limited
the number of investigated information scenarios and nudging tech-
niques to three and six, respectively. As we have seen, the design of
an information scenario has a major impact on the effectiveness of
nudging, which deserves to be explored in more detail. In addition,
other interesting nudging techniques should be tested in the future.
We aimed to select a diverse set of techniques, but of course our list
is not exhaustive. For example, other techniques could be to add an
exaggerative adjective to emphasize the target, another technique
could work with variations in the pitch of the voice. Third, we did
not analyze how the effectiveness of nudging would change if the
participants were informed. For example, one could tell the par-
ticipants that they would hear a reverb effect on topics that other
people frequently asked about. Thaler and Sunstein [22] note that
the effectiveness of nudging does not decrease when being open
about it, but it is unclear whether that holds true also in the context
of oral conversations. Moreover, different ways of motivating the
nudging techniques could lead to different effects. For example,
people might behave differently if told that the highlighted infor-
mation is frequently visited or if told that it is important in some
regard. Also here, more investigations seem necessary.
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