A Wikipedia-based Multilingual Retrieval Model

Martin Potthast, Benno Stein, and Maik Anderka

Contribution Current Work

Cross-language
plagiarism detection

Document collection

Referengel Heuristic
corpus , retrieval
of language L
fol::SprInCIOl,:Sd Candidate
umen documents
of language L
Index Detailed
corpora analysis with
D*, D' CL-ESA
Index (?O.erS. Pairs of similar
(e.g. Wikipedia) sectlons
Knowledge .
based post- Plaglerlzed
sections
processing

Heuristic retrieval: A subset of D'is retrieved
which contains candidate documents that are

likely to be sources for plagiarism with respect
to the content of d.

Detailed analysis: The candidate documents
are compared section-wise to d using CL-ESA
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