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“While the functionality of ChatGPT is not brand new, the public
interface—including layout, templating for code and related outputs, and

general user experience—is new and innovative.”
[Alan D. Thompson, Feb. 2023]

https://chat.openai.com/?model=gpt-4
https://www.bing.com/search?q=Bing+AI&showconv=1
https://you.com/chat
https://chat.web.webis.de/chat-ui
https://lifearchitect.ai/chatgpt/#success


“You shall know a word by the company it keeps.”
[John Rupert Firth, 1957]
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“You shall know a word by the company it keeps.”
[John Rupert Firth, 1957]

We interpret words (give them meaning) through their context.

Illustration:

(a) I saw a jaguar in the zoo.

(b) The jaguar won the formula 1 race.
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➁
A Short History of Language Models



1950 1980 1990 2015 2030

Rule-based machine translation

• direct systems
• transfer systems
• interlingual systems

Example-
based

machine
translation

Statistical machine translation

• word-based
• phrase-based
• syntax-based

Neural machine translation

• recurrent neural networks, RNN
• transformer ➝ attention, positional encoding
• pre-training ➝ BERT, GPT
• reinforcement learning from human feedback
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Statistical machine translation

• word-based
• phrase-based
• syntax-based

A statistical language model
is a probability distribution over all possible sentences.

Illustration:

(1) i love my ?

(2) see ... works
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A neural language model
tackles the optimization problem via loss minimization.
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Neural machine translation

• recurrent neural networks, RNN
• transformer ➝ attention, positional encoding
• pre-training ➝ BERT, GPT
• reinforcement learning from human feedback

A neural language model
tackles the optimization problem via loss minimization.

2000 The first (probabilistic) neural language model [Yoshua Bengio et al.]

...

2014 Recurrent neural language models with attention [Dzmitry Bahdanau et al.]

...
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2017 The Transformer (fixed-length encoder / decoder) [Ashish Vaswani et al., Google]

• parallelization of computation through positional encoding

• distributional semantics through self-attention

• stack of multiple encoders and decoders
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Neural machine translation

• recurrent neural networks, RNN
• transformer ➝ attention, positional encoding
• pre-training ➝ BERT, GPT
• reinforcement learning from human feedback

2017 The Transformer (fixed-length encoder / decoder) [Ashish Vaswani et al., Google]

• parallelization of computation through positional encoding

• distributional semantics through self-attention

• stack of multiple encoders and decoders

6/2018 GPT (generative pre-trained transformer) [Alec Radford et al., OpenAI]

• next word prediction
...
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➂
More on ChatGPT



Training Corpora Sources

Wikipedia 11GB Books 21GB
Journals 101GB Reddit 50GB
CommonCrawl 570GB

Parameters

175,000,000,000

(175 · 109)

Computing / Training

• 355 years on a single Tesla V100 GPU.
• ≈ 34 days on 1,024 x A100 GPUs.
• $4.6M costs a single training run.

|
y |

GPT-3 [Jun. 2020]
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|
y |

GPT-3 [Jun. 2020]

↓
y ↓

World Knowledge
What city is in the
northwest corner of Ohio?

Toledo is in the north-
west corner of Ohio.

Common Sense
Why don’t have animals
three legs?

Animals don’t have three
legs because they would
fall over.

Logical Reasoning
If I put a pencil in a box,
then put another pencil in
the box, what is in the
box?

Two pencils.
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box?
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+ Learn to follow instructions and to comply with answer policies.
(1) Fine-tuning of GPT-3 to follow instructions: 13,000 popular prompts with hand-written answers.
(2) Training of a reward model: 33,000 prompts with 4-9 answers, ranked from best to worse.
(3) Training of the fine-tuned GPT-3 model from Step (1) to follow the reward policy.

↓
GPT-3.5 (InstructGPT) [Jan. 2022]
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+ Learn to follow instructions and to comply with answer policies.
(1) Fine-tuning of GPT-3 to follow instructions: 13,000 popular prompts with hand-written answers.
(2) Training of a reward model: 33,000 prompts with 4-9 answers, ranked from best to worse.
(3) Training of the fine-tuned GPT-3 model from Step (1) to follow the reward policy.

↓
GPT-3.5 (InstructGPT) [Jan. 2022]

+ Fine-tuning of GPT-3.5 to comply with even stricter guardrails.

↓
ChatGPT [Nov. 2022]
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More on ChatGPT
Interacting
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More on ChatGPT
Interacting

Zero-shot prompt: Only provide a description of a task.
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More on ChatGPT
Interacting

One-shot prompt: Provide one example to learn from how to complete a task.
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More on ChatGPT
Interacting

Few-shot prompt: Provide multiple (10 - 100) examples.
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More on ChatGPT
Interacting

Chain-of-thought prompt: Ask to solve a task in small steps, one after another.
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More on ChatGPT
Where ChatGPT can Struggle∗

1. Reasoning. Lacks an explicit world model.
❑ spatial reasoning: understand and manipulate relationships between objects
❑ physical reasoning: understand and manipulate physical objects
❑ temporal reasoning: predictions about events and their ordering in time
❑ psychological reasoning: predictions about human behavior and mental processes

2. Logic. Lacks a formal reasoning system.
❑ it can generate text that appears logically sound
❑ it can deal with small reasoning problems

3. Maths. Is limited in its ability to calculate mathematical expressions.
Stephen Wolfram suggests connecting ChatGPT to Wolfram|Alpha and all its computational
knowledge “superpowers”.

4. Factual errors. Cannot access information from external sources.
However, the information it provides may seem credible and is well presented.

∗ Ali Borji. A Categorical Archive of ChatGPT Failures. arXiv:2302.03494v1
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More on ChatGPT
Where ChatGPT can Struggle (continued)

5. Bias. Recognizes and generalizes patterns from training data.
The data contains biases from society and history, and if proper measures are not taken, the
trained model is likely to reproduce these biases.

6. Wit and humor. Has some understanding of humor.
Basically, large language models can handle humor; a comprehensive examination has yet to
be conducted.

7. Coding. Excels at tackling various programming issues.
Given a description in English, code generated in a programming language of choice.
Obviously, there is danger in using ChatGPT for creating malicious code that can be used for
hacking or spamming.

8. Self Awareness. Cannot access information from external sources.
ChatGPT is unaware of the details of its own architecture. This lack of understanding may
have been intentionally imposed by OpenAI to protect the information about the model.

Human versus AI comparsion: [GPT-4 vs human, Mar. 2023] [LLM tests, Nov. 2022]
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20202017 2018 2019 20222021 2023

GPT

GPT-2
DialogGPT

GPT-3 ChatGPT

100·106

109

10·109

100·109

1012

Number of parameters
Wu Dao 2

The transformer architecture enables LLM pre-training.
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The transformer architecture enables LLM pre-training.

❑ GPT, ChatGPT, etc. are large, pre-trained language models.

❑ Language models accurately simulate human language behaviors.

❑ Language models don’t have an explicit reasoning mechanism.

❑ Reinforcement learning from human feedback brings a quality boost.

❑ Development is extremely fast: GPT-4, PaLM (Google), LLaMA (Meta).



Thank You!











ChatNoir
Bonjour! I'm ChatNoir, your friendly cat
assistant. How can I help you today?

ChatNoir
To test computer intelligence, you can 
give it problems to solve and evaluate 
how it performs. You can also give it 
tasks that require it to think outside the 
box, such as creating its own algorithms 
or coming up with innovative solutions to 
problems. Additionally, you can give it 
tests that measure its knowledge and 
understanding of a given subject.

This is outlined in [1], which also covers 
other definitions and tests of machine 
intelligence proposed, such as [2] which 
provides an overview of these definitions 
and tests. Finally, [3] is a standard test for 
machine intelligence.

[1]

[2]

[3]

Show more...

How can a computer’s intelligence be tested?



















GPT-4 VS HUMAN TESTS (MAR/2023)

LifeArchitect.ai/iq-testing-ai

Selected highlights only. Percentiles; 50 refers to the 50th percentile as average, and may not be the testing average for some tests. Alan D. Thompson. March 2023. https://lifearchitect.ai/iq-testing-ai/

GPT-4Human average



LANGUAGE MODEL TESTS (NOV/2022)

LifeArchitect.ai/iq-testing-ai

GCSE 
estimates
& 
selected 
questions
only

A
nthropic 52B + H

um
an:  N

ov/2022

Human + model = 
78.0%

Selected highlights only. Sources: https://lifearchitect.ai/iq-testing-ai/ Anthropic paper: https://arxiv.org/abs/2211.03540 Other papers: https://lifearchitect.ai/papers Alan D. Thompson. November 2022. https://lifearchitect.ai/


