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—— Abstract

This is a slightly extended abstract of my talk at FSCD’19 about probabilistic programming and a
few semantic issues on it. The main purpose of this abstract is to provide keywords and references
on the work mentioned in my talk, and help interested audience to do follow-up study.
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1 Introduction

Probabilistic programming [11, 9, 35, 8] refers to the idea of developing a programming
language for writing and reasoning about probabilistic models from machine learning and
statistics. Such a language comes with the implementation of several generic inference
algorithms that answer various queries about the models written in the language, such
as posterior inference and marginalisation. By providing these algorithms, a probabilistic
programming language enables data scientists to focus on designing good models based
on their domain knowledge, instead of building effective inference engines for their models,
a task that typically requires expertise in machine learning, statistics and systems. Even
experts in machine learning and statistics may benefit from such a probabilistic program-
ming system because using the system they can easily explore highly advanced models.
Several probabilistic programming languages have been built. Good examples are Stan [8],
PyMC [23], Church [9], Venture [19], Anglican [35, 30], Turing [7], Pyro [3], Edward [32, 31],
ProbTorch [26] and Hakaru [20].

In the past five years, with colleagues from programming languages, machine learning and
probability theory, I have worked on developing the semantic foundations, efficient inference
algorithms, and static program analysis for such probabilistic programming languages,
especially those that support expressive language features such as higher-order functions,
continuous distributions and general recursion. At FSCD’19, I plan to talk about some of
these projects related to semantics and the lessons that I learnt.

This document is a companion to my FSCD’19 talk. Its primary goal is to provide
keywords and references to the work mentioned in the talk, and help interested people
start their follow-up study. If the reader looks for systematic introduction to probabilistic
programming, I recommend to look at books [10, 34, 6] and teaching materials on probabilistic
programming instead.
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Listing 1 Anglican program with undefined posterior. (normal_pdf x 0 1) computes the density
of the standard normal distribution at z. The program defines a model with two random variables
x and y, the former being sampled from the standard normal distribution and the latter from the
exponential distribution. The random variable y is observed to have the value 0, and the program
expresses the posterior of x under this observation.

(let [x (sample (normal 0 1))
x_pdf (normal_pdf x 0 1)
y (observe (exponential (/ 1 x_prob)) 0)]
x)

2 Some research questions

A large part of my research has been about building a solid theoretical foundation for
probabilistic programming languages. Doing so is particularly needed for such languages,
because programs in those languages are run by inference engines but these inference
engines only approximate the ideal mathematical semantics of these programs, namely,
their posterior distributions. Even worse, sometimes probabilistic programs do not have
posterior distributions at all, and I do not know of any inference engines that can detect
it. Listing 1 shows one such program in Anglican, whose posterior distribution (or more
precisely posterior density) is undefined.! Also, I found this foundation building intellectually
rewarding, because, as I will explain shortly, it made me think about unexpected connections
among multiple disciplines and revisit old concepts in programming languages, such as data
abstraction, from a new perspective.

Here are three specific research questions about the foundation for probabilistic program-
ming that intrigued me and my colleagues.

Q1: How to define a good denotational semantics for higher-order probabilistic pro-
gramming languages with continuous distributions and general recursions?

A standard tool for defining a continuous probability distribution rigorously is measure
theory. But it turns out that measure theory is not good enough for defining the denotational
semantics of higher-order probabilistic programming languages, such as Church, Venture
and Anglican, because measure theory does not support higher-order functions well. The
category of measurable spaces is not Cartesian closed, because the set of measurable functions
[R —,, R] cannot be turned into a measurable space that makes the following evaluation
map measurable [1]:

ev:[R =, R xR =R, ev(f,r) = f(r).

I have been involved in the joint efforts to address this semantic issue [29, 12, 25]. Using
tools from category theory, we developed a theory of quasi-Borel spaces [12], which extends
measure theory, and used our theory to define the denotational semantics of higher-order
probabilistic programming languages and to prove the correctness of inference algorithms for

L Let pn (2,0,1) be the density at z of the normal distribution with mean 0 and standard deviation 1, and
pa(y) be the density of the exponential distribution with rate A. The prior of the program in Listing 1
is pn(z,0,1), and the likelihood is the density of the 1/pn(x,0,1)-rate exponential distribution at y = 0,
which is p1/p,. (2,0,1) (¥ = 0) = 1/pn(x,0,1). Thus, the joint density is 1. The marginal likelihood is co.
Thus, the posterior density p(z|y = 0) is undefined.
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Listing 2 Anglican program with non-differentiable density. The program denotes a model with
three random variables x1, x2,y, all three being drawn from the normal distribution with different
parameters. It expresses the posterior distribution of x1 under the condition that y has the value 4.

(let [x1 (sample (normal 0 1))
x2 (sample (mormal (* x1 x1) 1))
x3 (if (> x2 0) x1 x2)
y (observe (normal x3 1) 4)]
x1)

such languages [25]. Recently, Vakar, Kammar and Staton built a domain theory on top
of quasi-Borel spaces, and showed how to handle term and type recursions in denotational
semantics in the presence of continuous probability distributions [33].

An interesting future direction is to generalise well-known results from probability theory
using the theory of quasi-Borel spaces. Our initial investigation with de Finetti’s theorem
for exchangeable random sequences shows a promise [12].

Q2: Can a probabilistic program denote a distribution with a density that is not
differentiable at some non-measure-zero set?

This question assumes a typical setting that gradient-based inference algorithms operate.

In the setting, all sampling statements in probabilistic programs use distributions on R"™ for
some n that have densities with respect to the Lebesgue measure, and those probabilistic
programs mean distributions on traces of sampled values during execution. For instance, the
posterior distribution of the program in Listing 2 has the following density f : R? — [0, c0)
with respect to the Lebesgue measure on R?: for x;,xs € R,

f(-rlwx?) = pn(xlaoa 1) 'pn(l'g,l'%, 1) : (]l[z2>0] 'pn(4a$17 1) + ]l[zggo] 'pn(4,$2, 1))

where p,,(z, m, o) is the density at = of the normal distribution with mean m and standard
deviation o and 1|, is the indicator function returning 1 if ¢ holds and 0 otherwise.

The negative answer to the question is needed in order for these gradient-based inference
algorithms to work correctly [21, 18]. Intuitively, it ensures that the algorithms never attempt
to compute gradients at non-differentiable points, and the effects of these non-differentiable
points to the algorithms can be estimated algorithmically.

Currently we have only a partial answer to the question. We proved that for a first-order
probabilistic programming language without loops, if a program in the language uses only
analytic operations as its primitive operations, the set of its non-differentiable points has
measure zero [36]. The question is open for a language that supports higher-order functions,
includes loops, or permits non-analytic primitive operations.

Q3: What is a good theory of data abstraction for probabilistic programming languages,
which in particular can let us analyse modules from Bayesian nonparametrics?

Sophisticated probabilistic models from Bayesian nonparametrics are implemented as

modules in some probabilistic programming languages, such as Church and Anglican [24, 30].
This question asks for extending the theory of data abstraction to account for such modules.

Ideally, the theory should provide guidance about how to implement such modules, and help
programmers understand the consequences of using these modules.

I became interested in the question because of an intriguing feature of these modules.

They are often implemented using impure features, such as mutable state, but they still
satisfy a type of equations that typically hold for pure modules, such as commutativity of
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module operations. It turns out that this phenomenon is not an accident; the probabilistic
models that the modules denote satisfy symmetry properties such as exchangeability and
contractibility [22, 16], and the equations for the modules come from these properties [28, 27].

Answering the question amounts to connecting the theory of data abstraction in pro-
gramming languages to the study on these symmetry properties in probability theory. So far
we found a connection for the Beta-Bernoulli process, one of the simplest models [27], and
inspired by this connection, we defined a new type of symmetry properties for probabilistic
models and proved a representation theorem for them [15]. These results are far from
answering the question posed, and I expect (and hope) that more deep results are waiting to
be discovered.

The three questions are chosen mainly based on my personal taste. If the reader wants
to gain a broad view on what semantics researchers care about regarding probabilistic
programming languages, I recommend to read the following papers [17, 14, 13, 4, 2, 5].

3 Final remark

Probabilistic programming is an exciting topic that raises several fresh theoretical and
practical questions in programming languages, statistics, machine learning and probability
theory. I hope that my FCSD’19 talk and (highly incomplete and biased) list of research
questions in the previous section helps the reader partially understand why I and my colleagues
are excited about the topic. This document conveys the view of one programming-language
researcher on probabilistic programming. To understand how machine learning researchers
think about probabilistic programming, I recommend to watch the video recording of Josh
Tenenbaum’s ICML’18 invited talk, and read the introduction of the book on probabilistic
programming [34]; the introduction is written mostly by Frank Wood.
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