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—— Abstract

In word equation problem we are given an equation u = v, where both u and v are words of letters
and variables, and ask for a substitution of variables by words that equalizes the sides of the equation.
This problem was first solved by Makanin and a different solution was proposed by Plandowski only
20 years later, his solution works in PSPACE, which is the best computational complexity bound
known for this problem; on the other hand, the only known lower-bound is NP-hardness. In both
cases the algorithms (and proofs) employed nontrivial facts on word combinatorics.

In the paper I will present an application of a recent technique of recompression, which simplifies
the known proofs and (slightly) lowers the complexity to linear nondeterministic space. The technique
is based on employing simple compression rules (replacement of two letters ab by a new letter c,
replacement of maximal repetitions of a by a new letter), and modifying the equations (replacing
a variable X by bX or Xa) so that those operations are sound and complete. In particular, no
combinatorial properties of strings are used.

The approach turns out to be quite robust and can be applied to various generalizations and
related scenarios (context unification, i.e. equations over terms; equations over traces, i.e. partially
ordered words; ...).
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1 Introduction

1.1 Word equations

The word equation problem, i.e. solving equations in the algebra of words, was first investigated
by Markov in the fifties. In this problem we get as an input an equation of the form

u=v

where u and v are strings of letters (from a fixed alphabet) as well as variables and a solution
is a substitution of words for variables that turns this formal equation into a true equality of
strings of letters (over the same fixed alphabet). It is relatively easy to show a reduction of
this problem to the Hilbert’s 10-th problem, i.e. the question of solving systems of Diophantine
equations. Already then it was generally accepted that Hilbert’s 10-th problem is undecidable
and Markov wanted to show this by proving the undecidability of word equations.
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Alas, while Hilbert’s 10-th problem is undecidable, the word equation problem is decidable,
which was shown by Makanin [36]. The termination proof of his algorithm is very complex and
yields a relatively weak bound on the computational complexity, thus over the years several
improvements and simplifications over the original algorithm were proposed [21, 56, 27, 19].
Simplifications have many potential advantages: it seems natural that simpler algorithm can
be generalised or extended more easily (for instance, to the case of equations in groups) than
a complex one. Moreover, simpler algorithm should be more effective in practical applications
and should have a lower complexity bounds.

Subcases. It is easy to show NP-hardness for word equations, so far no better computational
complexity lower bound is known. Such hardness stimulated a search for a restricted subclasses
of the problem for which efficient (i.e. polynomial) algorithms can be given [2]. One of such
subclasses is defined by restricting the amount of different variables that can be used in an
equation: it is known that equations with one [13, 29] and two [2, 20, 12] variables can be
solved in polynomial time. Already for three variables it is not known, whether they are in
NP or not [50] and partial results require nontrivial analysis [50].

Generalisations. Since Makanin’s original solution much effort was put into extending his
algorithm to other structures. Three directions seemed most natural:

adding constraints to word equations;

equations in free groups;

partial commutation;

equations in terms.

Constraints From the application point of view, it is advantageous to consider word equations
that can also use some additional constraints, i.e. we require that the solution for X
has some additional properties. This was first done for regular constraints [56], on the
other hand, for several types of constraints, for instance length-constraints, it is still open,
whether the resulting problem is decidable or not (it becomes undecidable, if we allow
counting occurrences of particular letter in the substitutions and arithmetic operations
on such counts [1]).

Free groups From the algebraic point of view, the word equation problem is solving equations
in a free semigroup. It is natural to try to extend an algorithm from the free semigroup
also to the case of free groups and then perhaps even to a larger class of groups (observe,
that there are groups and semigroups for which the word problem is undecidable). The
first algorithm for the group case was given by Makanin [37, 38], his algorithm was not
primitively-recursive [28]. Furthermore, Razborov showed that this algorithm can be
used to give a description of all solutions of an equation [48] (more readable description
of the Razborov’s construction is available in [25]). As a final comment, note that such a
description was the first step in proving the Tarski’s Conjecture for free groups (that the
theory of free groups is decidable) [26].

Partial commutation Another natural generalization is to allow partial commutation between
the letters, i.e. for each pair of letters we specify, whether ab = ba or not. Such partially
commutative words are usually called traces, after Mazurkiewicz, and the corresponding
groups are usually known as Right-Angled Artin Groups, RAAGs for short. Decidability
for trace equations was shown by Matiyasevich [39] and for RAAGs by Diekert and
Muscholl [11]. In both cases the main step in the proof was a reduction from a partially
commutative case to a no-commutative one.
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Terms We can view words as very simple terms: each letter is a function symbol of
arity 1. In this way word equations are equations over (very simple) terms. It is
known, that term unification can be decided in polynomial time, assuming that variables
represent closed (full) terms [49]; thus such a problem is unlikely to generalise word
equations.

A natural generalisation of term unification and word equations is a second-order uni-
fication, in which we allow variables to represent functions that take arguments (which
need to be closed terms). However, it is known that this problem is undecidable, even
in many restricted subcases [18, 14, 30, 32]. Context unification [4, 5, 51] is a natural
problem “in between”: we allow variables representing functions, but we insist that they
use their argument exactly once. It is easy to show that such defined problem generalises
word equations, on the other hand, the undecidability proofs for second-order unification
do not transfer directly to this model.

Being a natural generalisation is not enough to explain the interest in this problem,
more importantly, context unification has natural connections with other, well-studied
problems (equality up to constraints [40], linear second-order unification [33, 30], one-step
term rewriting [41], bounded second order unification [53], ... ). Unfortunately, for over
two decades the question of decidability of context unification remained open. Despite
intensive research, not much is known about the decidability of this problem: only results
for some restricted subcases are known: [5, 52, 31, 30, 55, 54, 34, 17].

1.2 Compression and word equations

For more than 20 years since Makanin’s original solution there was very small progress in
algorithms for word equations: the algorithm was improved in many places, in particular
this lead to a better estimation of the running time; however, the main idea (and the general
complexity of the proof) was essentially the same.

The breakthrough was done by Plandowski and Rytter [47], who, for the first time, used
the compression to solve word equations. They showed, that the shortest solution (of size N)
of the word equation (of size n) has an SLP! representation of size poly(n,log N); using the
algorithm for testing the equality of two SLPs [43] this easily yields a (non-deterministic)
algorithm running in time poly(n,log N). Unfortunately, this work did not provide any
bound on N and the only known bound (4 times exponential in n) came directly from
Makanin’s algorithm, together those two results yielded a 3NEXPTIME algorithm. Soon after
the bound on the size of the shortest solution was improved to triply exponential [19], which
immediately yielded an algorithm from class 2NEXPTIME, however, the same paper [19]
improved Makanin’s algorithm, so that it workd in EXPSPACE.

Next, Plandowski gave a better (doubly exponential) bound on the size of the shortest
solution [44] and thus obtained a NEXPTIME algorithm, in particular, at that time this was
the best known algorithm for this problem. The proof was based on novel factorisations
of words. By better exploiting the interplay between factorisations and compression, he
improved the algorithm so that it worked in PSPACE [45].

It is worth mentioning, that the solution proposed by Plandowski is essentially different
than the one given by Makanin. In particular, it allowed generalisations more easily: Diekert,
Gutiérrez and Hagenah [8] showed, that Plandowski’s algorithm can be extended to the case

LA Straight Line Programme (SLP for short), is simply a context free grammar generating exactly one
word.
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in which we allow regular constraints in the equation (i.e. we want that the word substituted
for X is from a regular language, whose description by a finite automaton is part of the
input) and inversion; such an extended algorithm still works in polynomial space. It is easy
to show that solving equations in free groups reduces to the above-mentioned problem of
word equations with regular constraints and inversion [8] (it is worth mentioning, that in
general we do not know whether solving equations in free groups is easier or harder than
solving the ones in a free semigroup).

On the other hand, Plandowski showed, that his algorithm can be used to generate a
finite representation of all solutions of a word equation [46], which allows solving several
decision problems concerning the set of all solutions (finiteness, boundedness, boundedness of
the exponent of periodicity etc.). It is not known, whether this algorithm can be generalised
so that it generates all solutions also in the case of regular constraints and inversion (or in a
free group).

The new, simpler algorithm for word equations and demonstration of connections between
compression and word equations gave a new hope for solving the context unification problem.
The first results were very promising: by using “tree” equivalents of SLPs computational
complexity of some problems related to context unification was established [17, 31, 6].
Unfortunately, this approach failed to fully generalise Plandowski’s algorithm for words: the
equivalent of factorisations that were used in the algorithm were not found for trees.

It is worth mentioning, that the approach proposed by Rytter and Plandowski, in which we
compress a solution using SLPs (or in the non-deterministic case — we guess the compressed
representation of the solution) and then perform the computation directly on the SLP-
compressed representations using known algorithm that work in polynomial time, turned out
to be extremely fruitful in many branches of computer science. The recent survey by Lohrey
gives several such successful applications [35].

» Remark. As this is an informal survey presentations, most of the proofs are only sketched
or omitted.

2 Recompression for word equations

We begin with a formal definition of the word equations problem: Consider a finite alphabet
3 and set of variables X’; during the algorithm ¥ will be extended by new letters, but it will
always remain finite. Word equation is of a form “u = v”, where u,v € (X U X)* and its
solution is a homomorphism S : ¥ U X — ¥*, which is constant on ¥, that is S(a) = a, and
satisfies the equation, i.e. words S(u) and S(v) are equal. By n we denote the size of the
equation, i.e. |u| 4+ |v|. The algorithm requires only small improvements so that it applies
also to systems of equations, to streamline the presentation we will not consider this case.

Fix any solution S of the equation u = v, without loss of generality we can assume that
this is the shortest solution, i.e. the one minimising |S(u)|; let N denote the length of the
solution, that is |S(u)|. By the earlier work of Plandowski and Rytter [47] we know that S(u)
(and also S(X) for each variable X) has an SLP (of size poly(n,log N)), in fact the same
conclusion can be to drawn from the later works of Plandowski [44, 45, 46]. Regardless of the
form of S and SLP, we know, that at least one of the productions in this SLP is of the form
¢ — ab, where ¢ is a nonterminal of the SLP while a,b € 3 are letters. Let us “reverse” this
production, i.e. replace in S(u) all pairs of letters ab by c. It is relatively easy to formalise
this operation for words, it is not so clear, what should be done in case of equations, so let
us inspect the easier fragment first.
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Algorithm 1 PairComp(ab, w) Compression of pair ab.

1: let ¢ € ¥ be an unused letter
2: replace all occurrences of ab in w by ¢

Consider an explicitly given word w. Performing the “ab-pair compression” on it is easy
(we replace each pair ab by ¢), as long as a # b: replacing pairs aa is ambiguous, as such
pairs can “overlap”. Instead, we replace mazimal blocks of a letter a: block a’ is mazimal,
when there is no letter a to left and to the right of it (in particular, there could be no letter
at all).

Formally, the operations are defined as follows:

ab pair compression For a given word w replace all occurrences of ab in w by a fresh

letter c.

a block compression For a given word w replace all occurrences of maximal blocks a’ for

¢ > 1 in w by fresh letters ay.

We always assume, that in the ab-pair compression the letters a and b are different.

Observe, that those operations are indeed “inverses” of SLP productions: replacing ab
with ¢ corresponds to a production ¢ — ab, similarly replacing a’ with a, corresponds to
a production a; — a’.

Algorithm 2 BlockComp(a,w) Block compression for a.

1: for £ > 1 do
2: let ay € ¥ be an unused letter
3: replace all maximal blocks a’ in w by a,

Iterating the pair and blocks compression results in a compression of word w, assuming
that we treat the introduced symbols as normal letters. There are several possible ways
to implement such iteration, different results are obtained by altering the order of the
compressions, exact treatment of new letters and so on. Still, essentially each “reasonable”
variant works.

Observe, that if we compress two words, say w; and ws, in parallel then the resulting
words w] and w}, are equal if and only if wy and wy are. This justifies the usage of compression
operations to both sides of the word equation in parallel, it remains to show, how to do that.

Let us fix a solution S, a pair ab (where a # b); consider how does a particular occurrence
of ab got into S(u).

» Definition 1. For an equation u = v, solution S and pair ab an occurrence of ab in S(u)
(or S(v)) is

explicit, if it consists solely of letters coming from u (or v);

implicit, if it consists solely of letters coming from a substitution S(X) for a fized

occurrence of some variable X ;

crossing, otherwise.
A pair ab is crossing (for a solution S) if it has at least one crossing occurrence and
non-crossing (for a solution S) otherwise.

We similarly define explicit, implicit and crossing occurrences for blocks of letter a; a is
crossing, if at least one of its blocks has a crossing occurrence. (In other words: aa is
crossing).

3:5
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» Example 2. Equation
aaXbbabababa = X aabbY abX

has a unique solution S(X) = a, S(Y) = abab, under which sides evaluate to
aaabbabababa = aaabbabababa .

Pair ba is crossing (as the first letter of S(Y) is a and first Y is preceded by a letter b,
moreover, the last letter of S(Y') is b and the second Y is succeeded by a letter a), pair ab is
non-crossing. Letter b is non-crossing, letter a is crossing (as X is preceded by a letter a on
the left-hand side of the equation and on the right-hand side of the equation X is succeeded
by a letter a).

Algorithm 3 PairComp(ab, ‘u = v’) Pair compression for ab in an equation v = v.

1: let ¢ € ¥ be a fresh letter
2: replace all occurrences of ab in ‘u = v’ by ¢

Algorithm 4 BlockComp(a, ‘u = v’) Block compression for a letter a in an equation ‘u = v’.

1: for £ > 1 do
2: let ay € ¥ be a fresh letter
3: replace all occurrences of maximal blocks a’ in ‘u = v’ by ay

Fix a pair ab and a solution S of the equation u = v. If ab is non-crossing, performing
PairComp(ab, S(u)) is easy: we need to replace every explicit occurrence (which we do directly
on the equation) as well as each implicit occurrence, which is done “implicitly”; as the solution
is not stored, nor written anywhere. Due to the similarities to PairComp we will simply
use the name PairComp(ab, ‘u = v’), when we make the pair compressions on the equation.
The argument above shows, that if the equation had a solution for which ab is non-crossing
then also the obtained equation has a solution. The same applies to the block compression,
called BlockComp(a, ‘u = v’) for simplicity. On the other hand, if the obtained equation has
a solution, then also the original equation had one (this solution is obtained by replacing
each letter ¢ by ab, the argument for the block compressions the same).

» Lemma 3. Let the equation u = v have a solution S, such that ab is non-crossing for S.
Then v’ = v' obtained by PairComp(ab, ‘u = v’) is satisfiable.
If the obtained equation u’' = v’ is satisfiable, then also the original equation u = v is.
The same applies to BlockComp(a, ‘u = v’).

Unfortunately Lemma 3 is not enough to simulate Compression(w) directly on the equation:
In general there is no guarantee that the pair ab (letter a) is non-crossing, moreover, we
do not know what are the pairs that have only implicit occurrences. It turns out, that the
second problem is trivial: if we restrict ourselves to the shortest solutions then every pair
that has an implicit occurrence has also a crossing or explicit one, a similar statement holds
also for blocks of letters.

» Lemma 4 ([47]). Let S be a shortest solution of an equation ‘u = v’. Then:
If ab is a substring of S(u), where a # b, then a, b have explicit occurrences in the
equation and ab has an explicit or crossing occurrence.
If a* is a mazimal block in S(u) then a has an explicit occurrence in the equation and a*
has an explicit or crossing occurrence.
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The proof is simple: suppose that a pair (block) has only implicit occurrences. Then we
could remove them and the obtained solution is shorter, contradicting the assumption.

Getting back to the crossing pairs (and blocks), if we fix a pair ab (letter a), then it is
easy to “uncross” it: by Definition 1 we can conclude that the pair ab is crossing if and only
if for some variables X and Y (not necessarily different) one of the following conditions holds
(we assume that the solution does not assign an empty word to any variable — otherwise we
could simply remove such a variable from the equation):

(CP1) aX occurs in the equation and S(X) begins with b;
(CP2) Y occurs in the equation and S(Y) ends with a;
(CP3) Y X occurs in the equation, S(X) begins with b while b S(Y") ends with a.

In each of these cases the “uncrossing” is natural: in (CP1) we “pop” from X a letter b

to the left, in (CP2) we pop a to the right from Y, in (CP3) we perform both operations.

It turns out that in fact we can be even more systematic: we do not have to look at the
occurrences of variables, it is enough to consider the first and last letter of S(X) for each
variable X:
If S(X) begins with b then we replace X with bX (changing implicitly the solution
S(X) = bw to §'(X) = w), if in the new solution S(X) = ¢, i.e. it is empty, then we
remove X from the equation;
if S(X) ends with a then we apply a symmetric procedure.
Such an algorithm is called Pop.

Algorithm 5 Pop(a, b, ‘u = v’).

1: for X: variable do

2 if the first letter of S(X) is b then > Guess
3: replace every X w ‘u = v’ by bX

> Implicitly change solution S(X) = bw to S(X) = w
4: if S(X) = ¢ then > Guess
5 remove X from w and v

> Perform a symmetric operation for the last letter and a

It is easy to see, that for appropriate non-deterministic choices the obtained equation has
a solution for which ab is non-crossing: for instance, if aX occurs in the equation and S(X)
begins with b then we make the corresponding non-deterministic choices, popping b to the
left and obtaining abX; a simple proof requires a precise statement of the claim as well as
some case analysis.

» Lemma 5. If the equation ‘u = v’ has a solution S then for an appropriate run of
Pop(a, b, ‘u = v’) (for appropriate non-deterministic choices) the obtained equation u' = v’
has a corresponding solution S’, i.e. S(u) = S'(u'), for which ab is a non-crossing pair.

If the obtained equation has a solution then also the original equation had one.

Thus, we know how to proceed with a crossing ab-pair compression: we first turn ab into
a non-crossing pair (Pop) and then compress it as a non-crossing pair (PairComp).

We would like to perform similar operations also for block compression. For non-crossing
blocks we can naturally define a similar algorithm BlockComp(a, ‘u = v’). It remains to show
how to “uncross” a letter a. Unfortunately, if aX occurs in the equation and S(X) begins
with @ then replacing X with aX is not enough, as S(X) may still begin with a. In such
a case we iterate the procedure until the first letter of X is not a (this includes the case in
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which we remove the whole variable X). Observe, that instead of doing this letter by letter,
we can uncross a in one step: it is enough to remove from variable X its whole a-prefix and
a-suffix of S(X) (if w = a’w’a”, where w’ does not begin nor end with a, a-prefix w is a*

and a-suffix is a”; if w = a’ then a-suffix is empty). Such an algorithm is called CutPrefSuff.

Algorithm 6 CutPrefSuff(a,‘u = v’) Popping prefixes and suffixes.

1: for X: variable do
2: guess the lengths ¢, r of a-prefix and suffix of S(X) > S(X) = a‘wa”
> If S(X) = a* then 7 =0

3: replace occurrences of X in u and v by a*Xa" > af, a” are stored in a compressed
way

4: > Implicitly change the solution S(X) = a‘wb” to S(X) = w

5: if S(X) =€ then > Guess

6 remove X from u and v

Similarly as in Pop we can show that after an appropriate run of CutPrefSuff the obtained
equation has a (corresponding) solution for which a is non-crossing. Unfortunately, there is
another problem: we need to write down the lengths ¢ and r of a-prefixes and suffixes. We can
write them as binary numbers, in which case they use O(log ¢+logr) bits of memory. However
in general those still can be arbitrarily large numbers. Fortunately, we can show that in some
solution those values are at most exponential (and so their description is polynomial-size).
This easily follows from the exponential bound on exponent of periodicity [27]. For the
moment it is enough that we know that:

» Lemma 6 ([27]). In the shortest solution of the equation ‘u = v’ each a-prefix and a-suffix
has at most exponential length (in terms of |u| + |v]).

Thus in Pop we can restrict ourselves to a-prefixes and suffixes of at most exponential
length.

» Lemma 7. Let S be a shortest solution of ‘u=v’. After some run of CutPrefSuff(a, ‘u = v’)
(for appropriate non-deterministic choices) the obtained equation ‘v’ = v’ has a corresponding
solution S', such that S'(u') = S(u), and a is a non-crossing letter for S', moreover, the
ezplicit a blocks in ‘u’ = v"’ have at most exponential length.

If the obtained equation has a solution then also the original equation had one.

After Pop we can compress a-blocks using BlockComp(a, ‘u = v’), observe that afterwards
long a-blocks are replaced with single letters.

We are now ready to simulate Compression directly on the equation. The question is, in
which order we should compress pairs and blocks? We make the choice nondeterministically:
if there are any non-crossing pairs or letters, we compress them. This is natural, as such
compression decreases both the size of the equation and the size of the length-minimal
solution of the equation. If all pairs and letters are crossing, we choose greedily, i.e. the one
that leads to the smallest equation (in one step). It is easy to show that such a strategy keeps
the equation quadratic, more involved strategy, in which we compress many pairs/blocks in
parallel, leads to a linear-length equation.

Call one iteration of the main loop a phase.

The correctness of the algorithm follows from the earlier discussion on the correctness of
BlockComp, CutPrefSuff, PairComp and Pop. In particular, the length of the length-minimal
solution drops by at least 1 in each iteration, thus the algorithm terminates.
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Algorithm 7 WordEqSAT Deciding the satisfiability of word equations.

1: while |u| > 1 or [u] > 1 do > The equation is nontrivial
2 L + list of letters in u,v > Occurring in the equation
3 Choose a pair ab € P? or a letter a € P

4: if it is crossing then

5 uncross it

6 compress it

7

Solve the problem naively > The problem is simple when both sides have length 1

» Lemma 8. Algorithm WordEqSAT has O(N) phases, where N is the length of the shortest
solution of the input equation.

Let us try to bound the space needed by the algorithm: we claim that for appropriate
nondeterministic choices the stored equation has at most 8n? letters (and n variables). To
see this, observe first that each Pop introduces at most 2n letters, one at each side of the
variable. The same applies to CutPrefSuff (formally, CutPrefSuff introduces long blocks
but they are immediately replaced with single letters, and so we can think that in fact we
introduce only 2n letters). By (CP1)—(CP3) we know that there are at most 2n crossing
pairs and crossing letters (as each crossing pair / each crossing letter corresponds to one
occurrence of a variable and one “side” of such an occurrence). If the equation has m letters
(and at most n occurrences of variables) and there is an occurrence of a non-crossing pair
or block then we choose it for compression. Otherwise, there are m letters in the equation
and each is covered by at lest one pair/block, so for one of 2n choice at least - letters is
covered, so at least 7' letters are removed. Thus the new equation has at most

m

m - + 2n <8n?—2n+2n

4dn
previous ~~ popped
removed

=8n? ,
where the inequality follows by the inductive assumption that m < 8n2. Going for the
bit-size, each symbol requires at most logarithmic number of bits, and so
» Lemma 9. WordEqSAT runs in O(n?logn) space.

With some effort we can make the above if analysis much tighter:

» Theorem 10 ([24]). The recompression based algorithm (nondeterministically) decides
word equations problem in O(nlogn) bit-space; moreover, the stored equation has linear
length.

As a reminder: a PSPACE algorithm for this problem is already known [45]. Its memory
consumption is not stated explicitly in that work, however, it is much larger than O(nlogn):
the stored equations are of length O(n?) and during the transformations the algorithm uses
essentially more memory.

3 Similar applications

Generating a representation of all solutions

So far we have only considered the satisfiability of word equations. In general, there can be
many solutions of such an equation and it is desirable to have a (finite) representation of
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all of them. The first such description was given by Plandowski [46], his algorithm works
in PSPACE and generates an exponential representation of all solutions. We show that a
similar description can be created using the recompression approach. It is easy to believe
that the compression of pairs and blocks “preserves” the set of solutions: if S is a solution of
an equation u = v then we can compress the pairs (or blocks) in the word S(u) and simulate
such a compression directly on the equation v = v obtaining «’ = v’ with a “corresponding”
solution S’(u’). In this way we naturally obtain a graph: its nodes are labelled with equations
and an edge between equations v = v and v’ = v’ will describe how to transform the solutions
of v/ = v’ into solutions of v = v (note that a node labelled with u = v can have several
edges to many other nodes). The mentioned description is fairly natural: we replace a letter
¢ by a pair ab or replace a, with a’ or prepend or append some letters to S(X). It remains
to guarantee that both the nodes and the edges have reasonable size description (in our case:
polynomial).

Unfortunately, there is a problem: consider an equation a XX XX = XaYY, it has
solutions of the form S(X) = a’*, S(Y) = a’", where additionally 4¢x + 1 = £x + 1 + 20y
There are infinitely many such solutions and replacing X by a’* during the CutPrefSuff
can use arbitrarily large memory and transform this equation into an infinite number
of other equations. On the other hand, as a next step we replace a-blocks of length
4lx +1=/Lx + 1+ 20y by a new letter and the precise length of those blocks is unimportant,
what matters is that they are of the same length. In general, we can improve the block
compression so that it uses numerical parameters (for lengths) instead of concrete values
of prefixes and suffixes. As a first step, in CutPrefSuff when we pop an a-prefix of length
a’> from X, the (x is not a number, but rather a numerical parameter, the same applies
to the a-suffix rx. Next we (non-deterministically) identify maximal blocks of the same
length and verify, whether indeed such blocks can be of equal length. The guessed equalities
correspond to a system of linear Diophantine equations. Moreover, each solution of such
a system corresponds to a solution of the word equation and vice-versa. In this way we
no longer need to consider large numbers and long equations and can guarantee that the
considered equations are always of polynomial length (observe that this modification in fact
removes the necessity of using the bound on the ¥-exponent of periodicity). Unfortunately,
as a side effect we get that the edges in our graph representation of all solutions are labelled
with systems of linear Diophantine equations and each solution of such a system corresponds
to one transformation of the solution of the word equation.

» Theorem 11 ([24]). Using the recompression based algorithm we can compute (in PSPACE)
a finite graph representation of all solutions of a word equation. Fach node and edge have
a polynomial description, the whole graph has at most exponential number of nodes and edges.

As in the case of the decision variant, the recompression-based algorithm has much
lower space consumption, than previously known [46], the same applies to the size of the
constructed representation.

The above characterization is combinatorial in nature. On the other hand, it is natural
to characterize the class of languages that can be obtained as sets of solutions of a word
equation. For instance, the question of whether it is an indexed language, in the sense of Aho,
was posed a long time ago. Using extensions of the recompression technique and interpreting
it in the algebraic setting it can be shown that the language of all solutions of a given word
equation is an EDTOL language [3] (so, in particular, an index language). This is by no
means an easy task, in particular, the block compression needs to be redesigned essentially
from scratch.
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» Theorem 12 ([3]). The set of solutions of a given word equtaion is an EDTOL language.

Equations with one variable

As already mentioned, one of the investigated subclasses of word equations are the equations
with one variable. It is easy to show that they can be decided in O(n?®) and improving
to quadratic running time requires only a couple of observations [7]. The first nontrivial
algorithm for this problem had an O(nlogn) running time [42], while Dabrowski and
Plandowski gave an algorithm with O(n + # x logn) running time [13], where # x denotes
the number of occurrences of a variable X in the original equation.

It is easy to see that the recompression based algorithm becomes deterministic in case of
one variable equations: it makes the following non-deterministic choices:

What is the first (last) letter of S(X)?

What is the length of the a-prefix a* (suffix a”) of S(X)?
When the equation has only one variable, answers to both of those questions can be easily
obtained from the equation.

» Lemma 13. Without loss of generality word equation with one variable are of the form
AogXAy.. . Ap 1 XAy =XB;...By_1XBy , (1)

where Ag is a non-empty word and exactly one of the words Ay, By is empty.
Let the first letter of Ao be a. Each solution S(X) ¢ a™ has the same a-prefiz as Ap;
symmetric fact holds also for a-suffizes.

Lemma 13 yields a simple recompression based algorithm: in each phase we identify candidate
solutions from a®, where a is the first letter of Ay, and verify whether indeed such a candidate
is a solution. Next we perform recompression: all remaining solutions have the same a-prefix
(and suffix).

A natural implementation of this algorithm has the same running time as the algorithm
by Dabrowski and Plandowski, i.e. O(n + #x logn). It is possible to improve the running
time to linear, this requires several non-trivial improvements of the algorithm and usage of
efficient data structures (suffix arrays with a structure for computing the longest common
prefiz, i.e. lep). In particular:

Instead of one equation the algorithm actually stores a system of equations and sometimes

splits one equation into two smaller ones, in this way we save space.

We keep track, which words are the same and for set of identical words we store one copy

and represent all of them by pointers.

We prove that for a certain class of solutions the algorithm reports such solutions within

O(1) phases. In many places of the proofs we show that the corresponding solution is

from this class.

We improve the testing procedure: some of the candidate solutions are rejected based

on their structural properties, moreover we use a much more precise cost analysis: we

calculate for each word separately, whether it took part in a particular test or not. In
this way we can establish that some tests took less time than linear (which is the time
needed for reading the whole equation).

» Theorem 14 ([23]). Using a recompression based algorithm we can in linear time return
all solutions of a word equation with one variable.
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Equations with regular constraints and inversion; equations in free groups

As already mentioned, it is natural and important to extend the word equations by regular
constraints and inversion, in particular this leads to an algorithm for equations in free
groups [8] (the reduction between those two problems is fully syntactical and does not depend
on the particular algorithm for solving word equations). Note that it is unknown, whether
the algorithm generating a representation of all solutions can be also extended by regular
constraints and inversion. Thus the only previously known algorithm for representation of
all solutions of an equation in a free group was due to Razborov [48], and it was based on
Makanin’s algorithm for word equations in free groups.

Adding the regular constraints to the recompression based algorithm WordEqSAT is fairly
standard: We can encode all constraints using one non-deterministic finite automaton (the
constraints for particular variables differ only in the set of accepting states). For each letter
¢ we store its transition function, i.e. a function f, : Q — 29, which says that the automaton
in state g after reading a letter ¢ reaches a state in f.(q). This function is naturally extended
to words: it still defines which states can be reached from ¢ after reading w. Formally
fwa = (fwo fa)(q@) ={p|3d € fu(q)ip € fu(¢')} for a letter a. If we introduce a new letter
¢ (which replaces a word w) then we naturally define the transition function f. + f,,. We
can express the regular constraints in terms of this function: saying that S(X) is accepted
by an automaton means that fg(x)(qo) is one of the accepting states. So it is enough to
guess the value of fg(x) which satisfies this condition; in this way we can talk about the
value fx for a variable X. Popping letters from a variable means that we need to adjust the
transition function, i.e. when we replace X by aX then fx = f, o fx+, we similarly define
fx when we pop letters to the right.

More problems are caused by the inversion: intuitively it corresponds to taking the
inverse element in the group and on the semigroup level we this is simulated by requiring that
a = a for each letter @ and @ias ... Gy = @y - . . G2a71. This has an impact on the compression:
when we compress a pair ab to ¢, then we should also replace ab = ba by a letter ¢. At the
first sight this looks easy, but becomes problematic, when those two pairs are not disjoint,
i.e. when @ = a (or b = b); in general we cannot exclude such a case and if it happens, in
a sequence bab during the pair compression for ba we want to simultaneously replace ba
and ab, which is not possible. Instead, we replace maximal fragments that can be fully
covered with pairs ab or ba, in this case this: the whole triple bab. In the worst case (when
a=a and b = b) we need to replace whole sequences of the form (ab)™, which is a common
generalisation of both pairs and blocks compression.

As in the case of semigroups, this representation can be interpreted in the algebraic
setting, which is even more natural, and can be used to show that the set of solutions is an
EDTOL language.

» Theorem 15 ([10], [3]). A recompression based algorithm generates in polynomial space
the description of all solutions of a word equation in free semigroups with inversion and
reqular constraints. This in particular provides a similar description in case of free groups
with regular constraints and shows that the set of solutions is an EDTOL language.

Trace equations. For our purposes it is better to view partially commuting words, i.e.
traces, in terms of resources of letters: we equip letters of the alphabet ¥ with resources,
formally there is a function p : ¥ — R, where R is some finite set. Then two different letters
commute if and only if they do not share a resource, i.e. ab = ba for a # b if and only if
p(a) N p(b) = 0. Tt is easy to see the equivalence of words with resources and traces.
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Figure 1 A context and the same context applied on an argument.

It is difficult to apply compression operations in trace equation to letters of different
resources. On the other hand, when the set of resources of some letters are the same, they
behave exactly like ordinary non-commuting words and the recompression approach can be
applied to them. A natural approach to solving trace equation using recompression involves
also another operation of “lifting” letters, i.e. increasing the set of resources of a letter. In
this way the trace is partially “linearized”, as part of the commutation is removed.

It turns out that this approach can be implemented, and the algorithm alternates the
lifting and compression operations, which is in contrast to previous approaches to trace
equations, which linearized the trace once at the beginning. In particular, the results
concerning the involution, regular constraints and equations in the corresponding groups,
which are the well-known Right-angled Artin groups, also generalize to traces. The details
are rather technical and are beyond the scope of a survey aimed at presenting recompression
technique.

» Theorem 16 ([9]). The set of solutions of trace equation (with involution and regular
constraints) is an EDTOL, its nonemptiness can be decided in PSPACE.
The same results holds also for Right-angled Artin Groups.

Context unification

Recall that the context unification is a generalisation of word equations to the case of
terms. What type of equations we would like to consider? Clearly we consider terms over a
fixed signature (which is usually part of the input), and allow occurrences of constants and
variables. If we allow only that the variables represent full terms, then the satisfiability of
such equations is decidable in polynomial time [49] and so probably does not generalise the
word equations (which are NP-hard). This is also easy to observe when we look closer at a

word equation: the words represented by the variables can be concatenated at both ends, i.e.

they represent terms with a missing argument.

We arrive at a conclusion that our generalisation should use variables with arguments, i.e.

the (second-order) variables take an argument that is a full term and can use it, perhaps
several times. Such a definition leads to a second-order unification, which is known to be
undecidable even in very restricted subcases [18, 14, 30, 32].

Thus we would like to have a subclass of second order unification that still generalises
word equations. In order to do that we put additional restriction on the solutions: each
argument can be used by the term exactly once. Observe that this still generalise the word
equations: using the argument exactly once naturally corresponds to concatenation.

Formally, in the context unification problem [4, 5, 51], we consider an equation v = v in
which we use variables (representing closed terms), which we denote by letters x,y, as well
as context variables (representing terms with one “hole” for the argument, they are usually
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Figure 2 Term f(h(c,c,c), f(c, f(c,c))) represented as a tree, f is of arity 2, h arity 3, while c¢: 0.

called contexts), which we denote by letters X, Y. Syntactically, u and v are terms that use
letters from signature ¥ (which is part of the input), variables and context variables, the
former are treated as symbols of arity 0, while the latter as symbols of arity 1. A substitution
S assigns to each variable a closed term over % and to each context variable it assigns a
context, i.e. a term over X U{Q} in which the special symbol § has arity 0 and is used exactly
once. (Intuitively it corresponds to a place in which we later substitute the argument). S is
extended to u, v in a natural way, note that for a context variable X the term S(X(t)) is
obtained by replacing in S(X) the unique symbol Q by S(t). A solution is a substitution
satisfying S(u) = S(v).

» Example 17. Consider a signature {f, ¢, '}, where f has arity 2 while ¢, ¢’ have arity 0
and consider an equation X (¢) = Y(¢’), where X and Y are context variables. The equation
has a solution S(X) = f(Q,), S(Y) = f(c,Q) and then S(X(c)) = f(e, ) = S(Y ().

We try to apply the main idea of the recompression also in the case of terms: we iterate
local compression operations and we guarantee that the word (term) equation is polynomial
size. Since several term problems were solved using compression-based methods [17, 31, 6,
15, 16], there is a reasonable hope that our approach may succeed.

Pair and block compression easily generalise to sequences of letters of arity 1 (we can think
of them as words), unfortunately, there is no guarantee that a term has even one such letter.
Intuitively, we rather expect that it has mostly leaves and symbols of larger arity. This leads
us to another local compression operation: leaf compression. Consider a node labelled with f
and its ¢-th child that is a leaf. We want to compress f with this child, leaving other children
(and their subtrees) unchanged. Formally, given f of arity at least 1, position 1 < i < ar(f)
and a letter ¢ of arity 0 the LeafComp(f,1,c,t) operation (leaf compression) replaces in term
t nodes labelled with f and subterms #1,...,%;_1,¢,tit1,. .., ta(s) (Where ¢ and position i
are fixed, while other terms t1,...,%;_1,%i11,...,ta(s) — varying) by a term labelled with f’
and subterms t7,...,t;_,,ti q,... ,t;r(f) that are obtained by applying recursively LeafComp
to terms t1,...,t;_1,tiy1,. .., tar(s); in other words, we first change the label from f to f’
and then remove the i-th child, which has a label ¢ and we apply such a compression to all
occurrences of f and c¢ in parallel.

The notion of crossing pair generalizes to this case in a natural way and the uncrossing
replaces a term variable with a constant or replaces X (t) with X (f(z1,...,zi,t, Tiy1,...,T0)).
Note that this introduces new variables.

Now the whole algorithm looks similar as in the case of word equations, we simply use
additional compression operation. However, the analysis is much more involved, as the new
uncrossing introduces fresh term variables. However, their number at any point can be
linearly bounded and the polynomial upper-bound follows.

» Theorem 18 ([22]). Recompression based algorithm solves context unification in non-
deterministic polynomial space.
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